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INTRODUCTION
Whatever Happened to the Common Good?

SINCE THE RESOUNDING FAILURE of the planned economies — the fall
of the Berlin Wall and China’s economic transformation — the market
economy has become the dominant, not to say exclusive, model for
our societies. Even in the “free world,” the market and its new eco-
nomic actors have become more influential, at the expense of political
power. Privatizations, globalization, a greater ernphasis on competi-
tion, and the systematic use of auctions to award public contracts
have all restricted the power of elected officials. What remains of
public decision making has increasingly come to rely on independent
regulatory bodies, central banks, and the legal system, none of which
is subject to direct political control.

Even so, the market economy has achieved only a partial victory,
because it has won neither hearts nor minds. For many, the pursuit
of the common good, the guiding principle behind significant public
intervention, has been sacrificed on the altar of this new economic
order. Around the world, the supremacy of the market is regarded with
widespread distrust, sometimes accepted only with an outrage laced
with fatalism. A fragmented opposition laments the triumph of eco-
nomics over human values, a world with neither pity nor compassion
and prey to private interests. These critics warn us of the disintegra-
tion of the social contract and the loss of human dignity, the decline
of politics and public service, and the environmental unsustainability
of the present economic model. A popular slogan that strikes a chord
internationally reminds us that “the world is not for sale.” These issues
resonate with particular force in our current circumstances, which are
marked by the financial crisis, increased unemployment and inequal-
ity, the ineptitude of our leaders in coping with climate change, the
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undermining of the European project, geopolitical instability and the
migrant crisis resulting from it, and the rise of populism around the
world.

Have we lost sight of the common good? If so, how might eco-
nomics help us get back on track in pursuing it?

Defining the common good — our collective aspiration for soci-
ety — requires, to some extent, a value judgment. The judgment each
of us makes might reflect our individual preferences, the information
available to us, and our position in society. Even if we were to agree
on the basic desirability of certain objectives, we might still differ over
the relative importance of equity, purchasing power, the environment,
or work versus private life — not to mention more personal dimensions
such as moral values, religion, or spirituality, where people’s opinions
differ profoundly.

It is possible, however, to eliminate some of the arbitrariness
inherent in defining the common good. The following thought
experiment is a good way to approach the question. Suppose you
have not yet been born, and therefore do not know what place you
will have in society, what your genes or who your family will be,
or even what social, ethnic, religious, or national environment you
will be born into. Now ask yourself, “In what society would I like
to live, knowing that I might be either a man or a woman, endowed
with good or bad health, from a rich or a poor family, well- or
ill-educated, atheistic or religious, a person who could grow up in
a big city or the middle of the countryside, or one who could seek
fulfillment in work or adopt an alternative lifestyle?” This kind of
questioning requires us to abstract ourselves from our attributes and
our position in society, to place ourselves “behind the veil of igno-
rance.” It emerged from an intellectual tradition that began in sev-
enteenth-century England with Thomas Hobbes and John Locke,
was pursued in continental Europe in the eighteenth century by
Immanuel Kant and Jean-Jacques Rousseau (who proposed the idea
of a social contract), and was more recently revived in the United
States by philosopher John Rawls, in his 7heory of Justice (1971), and
by economist John Harsanyi, who explored how we might compare

the well-being of different individuals (1955)."
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To narrow your choices (and to rule out fanciful answers) I will
reformulate the question: “In what social system would you like to
live?” The key question here is not what type of ideal society you
would like to live in — for example, one in which citizens, workers,
business leaders, political officials, and nations spontaneously put
the common interest ahead of their personal interests. Even though
human beings are not constantly seeking their own material inter-
est, they often give precedence to their self-interest over the common
good, and the failure to consider personal incentives and entirely fore-
seeable behaviors has led in the past to totalitarian and impoverishing
forms of social organization (a failure exemplified by the Soviet myth
of the “new man”?).

This book therefore takes as its point of departure the following
principle: whether they are politicians, CEOs, or employees, whether
they are out of work, independent contractors, high officials, farmers,
or researchers — whatever their place in society — people react to the
incentives facing them. These material or social incentives, combined
with their personal preferences, define their behavior; and this behav-
ior may or may not be in the general interest. The quest for the com-
mon good therefore involves constructing institutions to reconcile, as
far as possible, the interests of the individual with the general interest.
From this perspective, the market economy is not an end in itself. At
most, it is an instrument — and an imperfect one at that — when we
consider how to align the common interest and the private interests
of individuals, social groups, and nations.

Although it is difhcult to put ourselves behind the veil of igno-
rance, insofar as we are conditioned by the place we already occupy
in society, this thought experiment will help lead us toward potential
grounds for agreement. Perhaps I create pollution or consume too
much water, not because I take pleasure in doing so, but because it
serves my economic interest. I can produce more vegetables, or I can
cut costs by installing less insulation, or I can save money by buying
a car with a dirtier engine. Other people suffer from my actions, and
they disapprove of them. But, if we think about the organization of
society, we can agree on whether my behavior is desirable from the
point of view of someone who does not know whether he or she will
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be its beneficiary or its victim — in other words, whether the cost of
being the victim outweighs the gain of being the beneficiary. The
individual interest and the common interest diverge as soon as my
free will clashes with your interests, but they converge in part behind
the veil of ignorance.

Another benefit of reasoning from behind the veil of ignorance is
that rights acquire a rationale that transcends sloganeering. The right
to health care provides insurance against the misfortune of having
bad genes. Equality of opportunity in education aims to insure us
against disparities arising from the situation in which we are born
and grow up. Human rights and freedoms protect us against arbitrary
government. From this perspective, rights are no longer abstract con-
cepts that society can grant or deny us at will. In practice, rights can
be granted at differing levels, or they can conflict (for example, one
person’s freedom stops where that of others begins); this perspective
also makes rights more operational.

The quest for the common good takes as its starting point our
well-being behind the veil of ignorance. It does not prejudge solu-
tions and has no criteria other than the collective interest. It allows
the private use of goods for the well-being of individuals, but not
their abuse at the expense of others.? Take for the example the idea
of the commons, the goods that, behind the veil of ignorance, must
for reasons of equity belong to everyone: water, air, biodiversity, cul-
tural heritage, the planet, or the beauty of a landscape. These goods
belong to everyone, but are ultimately consumed by individuals.
They can be enjoyed by all of us to the extent that my consumption
does not infringe on yours (this is also true of knowledge, public
street lighting, or national defense).* In contrast, if the good is avail-
able in limited quantities, or if the community chooses to restrict it,
as some have in the case of carbon emissions, for example, then its
use has to be privatized in some way. Setting prices for public goods
like water, carbon, or bandwidth privatizes their use by granting
some economic agents exclusive access as long as they pay for it. Yet
it is precisely the quest for the common good that motivates this
privatization: the aim is to keep water from being wasted, to make
individuals responsible for the harm they cause by carbon emissions,
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or to allocate a scarce resource — bandwidth — to those operators
who will make good use of it.

These examples anticipate the answer to the second question posed
above — how economics might contribute to the quest for the common
good. Economics, like other human and social sciences, does not seek to
usurp society’s role in defining the common good. But it can contribute
in two ways. First, it can focus discussion of the objectives embodied in
the concept of the common good by distinguishing ends from means.
Far too often, as we will see, these means or instruments — whether an
institution (such as the market), a “right” to something, or an economic
policy — acquire a life of their own and lose sight of their true purpose.
They can even end up working against the notion of the common good
that justified them in the first place. Second, and more important, once
a definition of the common good has been agreed upon, economics can
help develop tools that contribute to achieving it.

Economics is not in the service of private property and individual
interest, nor does it serve those who would like to use the state to
impose their own values or to ensure that their own interests prevail.
It does not justify economies based entirely on the market nor econ-
omies wholly under state control. Economics works toward the com-
mon good; its goal is to make the world a better place. To that end,
its task is to identify the institutions and policies that will promote
the common good. In its pursuit of the well-being of the community,
it incorporates both individual and collective dimensions. It analyzes
situations in which individual interest is compatible with the quest for
collective well-being, as well as those in which, by contrast, individual
interest hinders that quest.

ITINERARY

Our journey through the economics of the common good will be
demanding but, I hope, rewarding. This book is not a course of lec-
tures or a series of precooked answers. Instead, it is a tool for question-
ing, like research. It conveys my personal view of what economic sci-
ence is, the way it is constructed, and what it involves. This is a vision
of research based on the interaction between theory and practice, and
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on a society recognizing both the virtues of the market and also the
need to regulate it. You may find yourself disagreeing with some, or
indeed most, of my conclusions, but I hope that even in that case you
will find food for thought here. I am counting on your desire to gain
a better understanding of the world around us, and on your curiosity
to peer through the looking glass.

My other ambition for Economics for the Common Good is to share
my passion for a discipline: economics. Until I took my first course in
the subject at the age of twenty-one or twenty-two, my only contact
with economics had been through the media. I was trying to under-
stand society. I liked the rigor of mathematics and physics, and I was
deeply interested in the human and social sciences, in philosophy,
history, and psychology. I was immediately captivated by economics
because it combines a quantitative approach with the study of individ-
ual and collective behavior. I later appreciated that economics opened
a window onto the everyday world that I understood poorly, and that
it offered two opportunities: to tackle problems that were intellectu-
ally demanding and fascinating, and to contribute to decision making
in both public and private spheres. Economics not only documents
and analyzes individual and collective behavior; it also aspires to rec-
ommend better public policy.

This book is organized around five major themes. The first is zhe
relationship between society and economics as a discipline and a par-
adigm. The second is devoted to the economist’s work, ranging from
his or her daily life as a researcher to the potential relevance of that
research to society. The institutions of state and market forms the third
theme, which situates these institutions in their economic context.
The fourth theme reflects on four of the great macroeconomic challenges
at the heart of our current preoccupations: climate change, labor mar-
ket challenges, the euro, and finance. The fifth theme deals with a set
of microeconomic questions that are less prominent in public debate,
but which are nonetheless crucial to our everyday life and the future
of our society. Grouped under the heading of the industrial challenge,
these questions include competition policy and industrial policy, new
economic models, social challenges presented by the digital revolu-
tion, innovation, and the regulation of public utilities.
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THE RELATIONSHIP BETWEEN SOCIETY AND ECONOMICS

The first two parts of this book concern the role of the discipline of
economics in our society: the position of the economist, the everyday
work of a researcher in economics, economics’ relation to other social
sciences, and the question of the moral foundations of the market.

I hesitated to include these chapters, as I feared that they might
contribute to the contemporary trend to turn economists into media
personalities. I feared this might distract the reader’s attention from
the real focus of this book: economics itself. I finally decided to take
the risk. My discussions in high schools, universities, and elsewhere
have reinforced my awareness of the questions the discipline raises.
The questions people pose are always the same: What does an econo-
mist actually do? Is economics a (real) science? If economics is based
on “methodological individualism,” in which collective phenomena
result from, but also shape, individual behavior, what issues does this
raise? Is it right to presume a form of rational behavior, and if so, what
form does it take? Are markets moral? As they were unable to predict
the 2008 financial crisis, are economists even useful?

Economics is simultaneously demanding and accessible. It is
demanding because, as we will see in chapter 1, our intuition fre-
quently plays tricks on us. We are all vulnerable to, and yield to,
certain heuristics and beliefs. When we think about an economic
problem, the first answer that occurs to us is not always the cor-
rect one. Our reasoning often does not transcend appearances, the
beliefs we hold, or our emotions. Economics is a lens that shapes
our view of the world and allows us to peer through the looking
glass. The good news is that if we take care to avoid these pitfalls
economics becomes accessible. Understanding it does not require
a superior education or an above-average 1Q. Intellectual curiosity
and a map of the natural traps that our intuition, emotions, and
beliefs lay for us are enough to understand economics. In each of
the following chapters, I will offer concrete examples to illustrate
theory and enhance understanding,.

Echoing the vague malaise mentioned above, many books inquire
into the morality of the market and emphasize the need to establish
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a clear boundary between commercial and noncommercial domains.
Chapter 2 shows that some of the moral criticisms of the market are
simply reformulations of the concept of “market failure,” which there-
fore demand public action but do not raise specifically ethical prob-
lems. Other criticisms are more profound. We will try to understand
why we are disturbed by market transactions involving, for instance,
the sale of human organs, surrogate motherhood, or sex. I will stress
the point that, although our feelings of indignation may alert us to
aberrant individual behavior or the need to organize society differ-
ently, these feelings are a poor guide for economic action. In the past,
indignation has often led to the assertion of individual preferences
to the detriment of others’ freedom — and indignation all too often
dispenses with the need for further reflection. Finally, chapter 2 ana-
lyzes concerns about the increase in inequality and the loss of social
cohesion in market economies.

THE ECONOMIST’S PROFESSION

The second part of the book deals with the economist’s profession. It
begins in chapter 3 with the engagement of economists in civil soci-
ety. As a discipline, economics has a special place among the human
and social sciences. More than any other, it challenges, fascinates,
and disturbs us. The role of economists is not to make decisions, but
to identify the recurring patterns structuring our economies, and to
convey economic science’s current state of knowledge. In doing so,
they face two contradictory criticisms. To some people, economists
are ineffective. To others, on the contrary, they are influential, and
often make arguments used to justify policies that do not serve the
common good. I will concentrate on the second criticism, leaving the
book as a whole to reply to the first.

It is entirely legitimate to question the role of the economist in
society. Economic researchers, like their counterparts in other scien-
tific disciplines, are usually financed at least in part by the state. They
influence economic policy, either directly through their participation
in civic life or indirectly through their research and teaching. They
are fallible, like all scientists, but they should be accountable. As
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absorbing as academic economists might find their intellectual life,
collectively their research must also be useful to society.

The researcher’s involvement in civic life takes many forms: inter-
action with the public and private sectors, or participation in public
debate, in the media, or in politics. Each of these interactions, if well
structured, is useful to society — but each also contains the seeds of
self-destruction. Chapter 3 reviews what might compromise research
and its transmission, taking economics as an illustration although the
same lessons apply to academic research more broadly. This section
offers some personal reflections on the way in which institutions can
limit the risk that money, friendships, and the desire for recognition
or celebrity might alter the researcher’s behavior inside and outside
the laboratory.

Chapter 4 describes the daily life of an economic researcher. I
explain why the “dismal science” (as Thomas Carlyle called econom-
ics in 1849, in a tract proposing the reestablishment of slavery®) is,
on the contrary, fascinating, and why a school or university student
wondering what to do with his or her future might want to consider
becoming an economist.

I discuss the complementarity of theory and empirical investi-
gation and the back-and-forth exchange between them; the role of
mathematics; how we validate knowledge; the things about which
economists agree and disagree; and economists’ styles of cognitive
reasoning. Finally, I offer an intuitive description of two theoretical
advances, game theory and information theory, which have revolu-
tionized our understanding of economic institutions over the past
forty years.

Anthropologists, economists, historians, legal scholars, philoso-
phers, political scientists, psychologists, and sociologists all take an
interest in the same individuals, the same groups, and the same socie-
ties. Chapter 5 places economics within the humanities and social sci-
ences, of which it was part until the end of the nineteenth century. In
the twentieth century, economics developed independently through
the fiction of homo economicus: the hypothesis that decision makers
(consumers, politicians, and enterprises, for example) are rational,
in the straightforward sense that they act in their own best interest
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— most often understood as their economic interest — given the infor-
mation they have available (although economics also emphasizes that
this information may be partial or manipulated). In reality we are all
biased in our thinking and our decision making, and we all have goals
beyond our material self-interest, which is not something we pursue
systematically. For the past twenty years, research in economics has
increasingly incorporated contributions from other social and human
sciences to improve its understanding of the behavior of individuals
and groups, political decision making, and the ways in which laws
are fashioned. Chapter 5 shows how we enrich the description of our
economic behavior if we allow for phenomena such as procrastination,
errors in belief formation, and the influence of context. The chapter
then returns to morality and its fragility, discussing the connection
between intrinsic and extrinsic motivation and the influence of social
norms on our behavior.

INSTITUTIONS

The following chapters examine two of the main actors in economic
life: the state and the firm. In chapter 6, I make the case for a new
concept of the state, on the basis of the common good. Our choice
of society is not between the state and the market, as partisans of
state intervention and those of laissez-faire policies would have us
believe. The state and the market are complementary, not mutually
exclusive. The market needs regulation; the state needs competition
and incentives.

The state no longer provides as much employment through public
sector jobs as in the past, nor does it produce as many goods and ser-
vices through public enterprises. It has transformed itself primarily
into a regulator. I show that the state’s new role is to establish ground
rules, to intervene when markets fail, to ensure healthy competition,
to regulate monopolies, to supervise the financial system, to create
true equality of opportunity, and to redistribute resources through
taxation. Chapter 6 also analyzes the role and relevance of independ-
ent authorities and the primacy of politics. It insists on the need to
reform the state (because the condition of public finances in many
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countries now threatens the survival of existing social systems) and
proposes some avenues for reform.

Chapter 7 deals with the firm. It opens with an enigma: Why is a
particular form of management — capitalist management — so preva-
lent all over the world? This kind of management grants decision-mak-
ing power to shareholders or, if debts are not repaid, to creditors. Yet
a firm has many other stakeholders: employees, subcontractors, cus-
tomers, local authorities, the country or countries in which it operates,
and those who live nearby. Hence, there are many potential forms of
organization in which stakeholders might share power in diverse con-
figurations and arrangements. We also tend to forget that other ways
of managing firms (such as the self-managed or cooperative firm) are
possible in a world of free enterprise. Analyzing how viable these alter-
natives would be leads me to a discussion of the strengths and weak-
nesses of alternative forms of corporate governance. I analyze ideas
of corporate social responsibility and socially responsible investment.
What do these concepts mean? Are they incompatible with a market
economy, or are they on the contrary a natural product of it?

A WINDOW ON OUR WORLD

The chapters dealing with a selection of key economic challenges
(chapters 8 to 17) require much less of a road map, as their themes are
so familiar. This part of the book is a journey through subjects that
affect our everyday life, but over which we exercise no individual con-
trol: global warming, labor market challenges, the European Union,
finance, competition and industrial policy, our relation to the digital
world, innovation, and sectoral regulation. In each case, I analyze the
role of public and private actors, and reflect on the institutions that
might contribute to the convergence of individual and general interest
— in short, to the common good.

My message is optimistic. I explain why the ills from which our
societies suffer are not inevitable (there are solutions to unemploy-
ment, to global warming, and to the decay of the European Union). I
also explain how we can meet the industrial challenge, and what we
can do to ensure that goods and services benefit the public as a whole,
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rather than simply increase the incomes of a firm’s shareholders or
employees. I show how we can regulate finance, monopolies, markets,
and the state itself, without either derailing the economic engine or
denying the state’s role in the organization of society.

The choice of subjects is necessarily selective. I give priority to
those on which I have published studies in academic journals. I have
not addressed themes on which other economists could comment
with far more expertise than I, or (as with globalization or inequal-
ity) discussed them only where they were necessary to complete the
chapter’s treatment.

THE COMMON THREAD

Although this book is organized around themes that are familiar to
everyone, the common thread is a concept with which many readers
will probably be unfamiliar — information theory, one of the major
advances in economics over the past forty years. This theory is based
on an obvious fact: decisions made by economic actors (households,
firms, the state) are constrained by limited information. We see the
consequences of these informational limits everywhere. They make it
difhicult for citizens to understand and evaluate the policies of their
governments, or for the state to regulate banks and powerful firms,
to protect the environment, or to manage innovation. Lack of infor-
mation also contributes to the difficulty investors have in controlling
the way their money is used by the firms that they finance; to the way
those firms are structured; to our interpersonal relations; and even to
our relationship with ourselves, when for example we construct an
identity or believe what we want to believe.

As I show, the need for public policies that reflect the information
available has crucial implications for the design of employment policy,
environmental protection, industrial policy, and sectoral and banking
regulation. In the private sector, asymmetries of information underlie
institutions of governance and modes of financing. The problem of
limited (or “asymmetric”) information is everywhere: at the heart of
our institutional structures and of our political choices — and at the
heart of the economics of the common good.
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A guide to reading this book: It is possible to read the seventeen chap-
ters independently. If you have limited time or specific interests, you can
therefore concentrate on your preferred subjects. It is, however, advisable
to read chapter 11 (on finance) before reading chapter 12 (on the 2008

crisis).
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ECONOMICS AND SOCIETY






ONE

Do You Like Economics?

IF YOU ARE NOT an economist by training or profession you might
be intrigued by economics (otherwise you wouldn’t be reading this
book), but you do not necessarily like it. You probably find economic
discourse abstruse, even counterintuitive. In this chapter I would like
to explain why that is, describe a few cognitive biases that sometimes
play tricks on us when we think about economic questions, and pro-
pose some ways of spreading an understanding of economics more
widely.

Economics concerns all of us in our everyday lives; it is not just for
experts. Once we look beyond appearances, and identify and over-
come the initial obstacles, it is also accessible and fascinating.

WHAT PREVENTS OUR UNDERSTANDING ECONOMICS

Psychologists and philosophers have long examined the factors that
shape our beliefs. Numerous cognitive biases work to our advantage
(which no doubt explains why they exist) but they also occasionally
mislead us. We will encounter these biases throughout this book, and
see how they affect our understanding of economic phenomena and
our view of society. In short, what we see — or want to see — and reality
are different.

WE BELIEVE WHAT WE WANT TO BELIEVE,
AND WE SEE WHAT WE WANT TO SEE

We often believe what we want to believe, rather than what the evi-
dence points to. Thinkers as diverse as Plato, Adam Smith, and the
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great nineteenth-century American psychologist William James have
all pointed out that the way we form and revise our beliefs serves
to confirm the image we want to have, both of ourselves and of the
world around us. When these beliefs are aggregated, they determine a
country’s economic, social, scientific, and geopolitical policies.

Not only are we subject to cognitive biases, we also frequently
seek out things that reinforce them. We interpret facts through the
prism of our beliefs; we read the newspapers and seek the company of
people who will confirm us in those beliefs; and thus we stick obsti-
nately to these beliefs, whether or not they are correct. When Dan
Kahan, a professor of law at Yale University, confronted Americans
who voted Democrat with scientific proof of the anthropogenic factor
(the influence of human beings on global warming), he observed that
they were more convinced than ever of the necessity of taking action
against climate change. When Republicans were confronted with the
same data, many of them were confirmed in their skepticism.! Even
more astonishing, this was not a matter of education or intelligence:
statistically, the refusal to face up to the evidence was at least as firmly
anchored in Republicans who had advanced degrees as it was in less
well-educated Republicans. No one is immune to this phenomenon.

The desire to reassure ourselves about our future also plays an
important role in our understanding of economic (and more gener-
ally, scientific) phenomena. We do not want to hear that the battle
against global warming will be expensive. Hence the popularity in
political debate of the idea of “green growth.” The name suggests that
in environmental matters we can have our cake and eat it too. But if it
is really so easy, why hasn’t it already been implemented?

We like to think that accidents and illnesses only afflict others, not
ourselves or those close to us. This can lead to harmful behavior, such
as driving carelessly or not looking after our health (though this is not
entirely negative since worrying less improves our quality of life). In
the same way, we do not want to believe the possibility that an explo-
sion of public debt might endanger the survival of our social safety
net — or at least we want to believe that someone else will foot the bill.

We all dream of a world in which the law would not have to
encourage or constrain people to behave virtuously, a world in which
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companies would voluntarily stop polluting and avoiding their taxes,
in which people would drive carefully even without police officers
around. That is why movie directors (and not only of Hollywood
movies) invent endings that meet our expectations. These happy end-
ings confirm our belief that we live in a fair world where virtue wins
out over vice (what the sociologist Melvin Lerner called “belief in a
just world”?).

When populist parties on both the right and the left promote the
vision of an economy free of difficult choices, anything that questions
this sugarcoated fairytale is perceived at best as scaremongering, at
worst as lies put about by global warming fanatics, austerity ideo-
logues, or other enemies of humanity. The insistence on reality rather
than fairytale is one reason why economics is often called “the dismal
science.”

WuaAT WE SEE AND WHAT WE DON’T SEE

First Impressions and Heuristics

The teaching of economics is usually based on the theory of rational
choice. To describe the behavior of an individual, economists start by
describing his or her objectives. Whether the individual is selfish or
altruistic, seeking profit or social recognition, or has some other ambi-
tion, in every case he or she is assumed to act as far as possible in his
or her own interest. This hypothesis is sometimes applied too strongly,
and not only because an individual does not always have the neces-
sary information to make a good choice. As the victim of cognitive
biases, this agent is also likely to make a mistake when evaluating the
best way to attain an objective. Humans are subject to many biases
in reasoning or perception. These biases do not invalidate the theory
that rationality defines the choices that individuals ought to make to
act in their best interest (normative choices), but they explain why we
don’t necessarily make those choices.

We will make use of the notion of heuristics, as described by Dan-
iel Kahneman,’ a psychologist who won the Nobel prize in econom-
ics in 2002. Heuristics are rules of thumb for thinking, shortcuts to
an answer to a question. They are often very useful because they allow
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us to make decisions quickly (if we are face-to-face with a tiger, we
don’t have time to calculate the optimal response), but heuristics can
also mislead. They channel emotion, which can be a reliable guide but
can also be very ill-advised.

For example, we are more likely to remember situations in which
our activity has been interrupted. Thinking “the telephone always
rings when I'm in the shower” is clearly a trick played by our memo-
ries. The call that interrupted the shower remains imprinted on our
memories, unlike the calls that did not. Similarly, we are afraid of air-
plane crashes and terrorist attacks because they are covered at length
in newspapers; we forget that car accidents and “ordinary” murders
kill many more people than these fortunately rare events. Since Sep-
tember 11, 2001, there have been 200,000 homicides in the United
States, of which only 50 were carried out by (American) Islamic
terrorists.* This does not, however, prevent terrorist acts from being
etched on our psyche.

The main contribution of Kahneman and Tversky’s work has been
to show that these and other heuristics often mislead us. They give
many examples, but one is particularly striking: medical students at
Harvard made significant errors® when calculating the probability
that a patient had cancer given certain symptoms. These were the
brightest American students, yet their shortcuts in reasoning were not
corrected, not even by their brilliant intellects and stellar education.®

In economic matters too, first impressions can mislead us. We look
at the direct effect of an economic policy, which is easy to understand,
and we stop there. Most of the time we are not aware of the indirect
effects. We do not understand the problem in its entirety. Yet second-
ary or indirect effects can easily make a well-intentioned policy toxic.

Throughout this book we will encounter many examples of this
phenomenon, but let us start with a deliberately provocative example.”
I have chosen this example because it allows us to see immediately the
kind of cognitive bias that leads to poor public policy decisions. Let’s
suppose an NGO confiscates ivory from traffickers who kill endan-
gered elephants for their tusks. The NGO has to choose between
destroying the ivory or selling it discreetly on the market. The
immediate reaction of most readers would be that the latter choice is
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reprehensible. My spontaneous reaction would be the same. But let us
examine this example more closely.

The NGO would receive revenue from selling the ivory, which it
could use to provide more resources to detect and investigate, or to
provide additional vehicles to limit the traffic in ivory. Selling the
ivory might also have the immediate effect of lowering its price. The
price would be a little lower if not much was sold, and a lot lower if
a lot of ivory was put on the market.® Traffickers are economically
rational actors: they consider how much money they can make from
their activity and consider the risks they take (in this case, prison or
meeting armed police). If the price of ivory falls, it would therefore
discourage some of them from killing elephants. Given this, would
the NGO’s sale of ivory be immoral? Possibly. A conspicuous sale by
an organization with a respectable reputation might legitimize the
trade for potential buyers who would otherwise feel guilty about their
desire to purchase ivory — hence my emphasis on a “discreet sale” in
this scenario. But at the very least, we ought to think twice before
we condemn the choice of selling the ivory, especially since doing
so would not prevent the government from exercising its sovereign
authority to prosecute poachers or retailers of ivory or rhinoceros
horn, or from communicating to the public the importance of pro-
tecting endangered animals in the hope of changing the accepted
social norms.

This hypothetical scenario helps explain why the 1997 Kyoto Pro-
tocol failed. The Protocol promised to be a major step in the bat-
tle against global warming. Because of carryover effects (known in
environmental economics jargon as “the leakage problem”), whereby
polluting activities tend to migrate to countries with more lenient
regulations, the battle against greenhouse gases in a single region may
have little or no effect on worldwide pollution. Suppose, for example,
that the United States reduces its consumption of fossil fuels (oil, gas,
and coal). On its own, this effort would be laudable. Experts agree
that it would require similar major efforts by every country to limit
the global rise in temperature to the 1.5 to 2 degrees centigrade that
is considered to be a bearable level of global warming. The problem is
that when one country saves a ton of coal or a barrel of oil, the price
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of coal and oil falls, which encourages greater consumption elsewhere
in the world.

Similarly, if a virtuous country forces its resident industries to pay
to emit greenhouse gas, these industries are likely to move to another
country where the absence of carbon taxation would make it cheaper
to produce. This would partly or entirely cancel out the reduction in
greenhouse gas emissions in the virtuous country, and there would
be only a weak effect on the environment. Any serious solution to the
problem can only be global. In economic matters, the road to hell is
paved with good intentions.

The Bias toward the ldentifiable Victim

Our empathy is naturally directed toward people who are geograph-
ically, ethnically, and culturally close to us. Our natural inclination,
which has evolutionary origins,” is to feel more compassion for people
in economic distress from our own community than for children
dying of hunger far away, even if we recognize intellectually that the
starving children are in more urgent need of help. More generally, we
feel greater empathy when we identify with victims; and to do so it
helps if we can recognize them. Psychologists have identified our ten-
dency to attach more importance to people whose faces we know than
to other, anonymous people. '

This bias toward the identifiable victim, no matter how instinctive
it is, affects public policies. In the words of the quotation often attrib-
uted to Joseph Stalin: “The death of one man is a tragedy. The death
of a million men is a statistic.” Thus, a deeply distressing photo of
Aylan Kurdi, a three-year-old Syrian child found dead in 2015 on a
Turkish beach, forced us to pay attention to a situation it would have
been more comfortable to ignore. It had much more impact on Euro-
peans’ awareness of refugees than the statistics about the thousands of
migrants who had already drowned in the Mediterranean. The photo
of Aylan had a similar impact on European attitudes toward migration
as the 1972 photo of Kim Phic, a Vietnamese girl burned by napalm
running naked down a street, had on opinions about the Vietnam
War. A single identifiable victim may affect many more minds than
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millions of anonymous victims. In the same way, an advertising cam-
paign against drunk driving has a more powerful effect when it shows
a passenger flying through a windshield than when it announces the
annual number of victims (a statistic that provides, however, far more
information about the consequences of drunk driving).

The bias toward the identifiable victim also leads astray the
employment policies practiced in Southern European countries, in
which some permanent jobs are strongly protected while other jobs
are insecure. In many countries with this kind of strong employment
protection, the media focuses on the battles to save jobs fought by
employees with permanent contracts; their tragedy is made more
acute because they live in a country where they have little chance of
finding another similarly secure job. These victims have a face. Yet the
media reports ignore the much larger group of people who alternate
between short-term jobs and spells of unemployment. They have no
faces, they are only statistics. As we will see in chapter 9, they are the
victims of institutions — some of them set up to protect the first set
of employees on permanent contracts — that cause firms to prefer to
hire employees on fixed-term contracts rather than create stable jobs.
While we worry about dismissals of protected workers, we forget the
people who are excluded from the labor market in the first place, even
though these groups are two sides of the same coin.

A Tale of Two Professions

The contrast between economics and medicine is striking: in contrast
to its low opinion of “the dismal science,” the public regards medi-
cine — rightly — as a profession devoted to people’s well-being (we call
it “the caring profession”). Yet economics takes a similar approach to
that of medicine. The economist, like the oncologist, makes a diag-
nosis on the basis of the best available (though necessarily imperfect)
knowledge, and then either proposes the most suitable treatment on
that basis or recommends no treatment at all, if none seems necessary.

These diverging perceptions of medicine and economics are easy
to explain. In medicine, the victims of secondary effects are for the
most part the same people who are being treated (epidemiology is an



24 CHAPTERONE

exception — think for example of the consequences of the spreading
resistance to antibiotics, or of the loss of herd immunity when vac-
cination levels decline). A doctor has only to remain faithful to the
Hippocratic Oath and recommend what is in the best interest of the
patient. In economics, the victims of secondary effects are rarely the
same people who received the original treatment, as the example of
the labor market shows very clearly. An economist is obliged to think
about invisible victims as well, and so the public sometimes accuses
that economist of being indifferent to the sufferings of the visible
victims.

THE MARKET AND OTHER WAYS OF MANAGING SCARCITY

Air, water from a stream, or a beautiful landscape can be enjoyed by
one person without others being prevented from benefiting as well.
But for most goods, one person’s consumption means that others can-
not consume it too. An essential question in organizing societies is
how to manage the scarcity of goods and services that we all want
to consume or possess, in rivalry with other people’s demands: the
apartment we rent or buy, the bread we buy at the bakery, or the rare
earths needed to make metal alloys, or dyes, or green technologies.
Although society can diminish scarcity by producing goods more effi-
ciently, either by innovation or by commerce, it must also manage
people’s consumption of goods from one day to the next. Societies
vary widely in how well they do this.

Historically, scarcity has been managed in many ways: queues
when there are shortages of vital goods such as food or gasoline;
drawing lots for green cards, concert tickets, or organ transplants;
distributing goods administratively to priority groups; fixing prices
below the level that would balance demand and supply. Scarcity is
also managed by corruption, favoritism, violence, wars, and, finally,
by the market. The market, then, is only one of many ways to manage
scarcity. Though the market prevails today and allocates resources
between firms (B2B), between firms and individuals (B2C, as in
e-commerce), and between individuals (C2C, on platforms such as
eBay), it hasn’t always been so.
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The alternatives, though, all imply prices set below the market
clearing level that would match demand and supply. Buyers in these
cases search for a “windfall” (economists call this “economic rent”)
created by this excessively low price. Suppose that buyers are all pre-
pared to pay one thousand dollars for a good available in limited
quantities, and that there are more buyers than available goods. The
market price is the one that balances supply and demand. At more
than one thousand dollars, no one buys; at less than one thousand
dollars, there is excess demand. The market price is therefore one
thousand dollars.

Now suppose the state sets the price of the good at four hundred
dollars and prohibits its sale at a higher price. There are more interested
buyers than there are goods available. Buyers would each be prepared
to spend six hundred dollars more than the set price to get the good.
If they have an opportunity to spend other kinds of resources to get
their hands on this scarce good, they will take it. Take the example
of the queue, a method used systematically in the Soviet Union (and
still used today to allocate seats at some sporting events or concerts).
Consumers may arrive several hours early and wait in line, sometimes
in the cold," to obtain the scarce commodity. Lower the price further,
and the queue will form even earlier. This loss of utility means that, in
addition to the other perverse effects of a price that is too low (to which
we will return later), the so-called “beneficiaries” of the low-price policy
are actually not benefiting at all. The market is not working through
prices, but through the use of another “currency™ time. This leads to a
considerable loss of social well-being. In the example given above, the
equivalent of six hundred dollars per purchase has disappeared: the
(public or private) owner of the resource has lost six hundred dollars per
sale, and yet the buyers have gained nothing — their financial advantage
has evaporated because they had to spend time in a queue.

Some methods of allocating goods, such as corruption, favoritism,
violence, and war, are profoundly unjust. But they are also inefficient
for society as a whole, once we take into account the costs paid or
imposed by the actors in their ambition to get their hands on goods
without paying the market price for them. There is no need for us to
dwell on the inadequacy of these methods of allocating goods.
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As long as they are not tainted by favoritism or corruption, waiting
in line, drawing lots, and the administrative distribution of rationed
goods are fairer solutions. But they cause three kinds of problems.
The first has already been mentioned: a price that is too low leads to
waste through the search for an advantage (for instance, by standing
in a queue). Second, the quantity of the good in the example was
fixed, but in general it is not. Cleatly, if the price of the good was one
thousand dollars, sellers would produce more of it than they would
if it was four hundred dollars. In the long run, setting a price too
low leads to a shortage. That is what we see when rents are capped:
the stock of quality housing gradually diminishes, creating scarcity
and ultimately penalizing the potential beneficiaries. Finally, some
mechanisms lead to a bad allocation of something in fixed supply. For
example, drawing lots to allocate seats at a sporting event will not
necessarily give the seats to those who have the greatest desire to be
there (unless there is a secondary market to resell the tickets); or, to
return to the waiting-in-line example, a mechanism may allocate the
good to those who are available on a particular day, or to those who
least feel the cold, rather than to those who have the greatest desire to
consume the good in question.

A poor allocation of resources arises when they do not necessarily
go to those who value them most. If they are distributed administra-
tively, essential goods may fall into the hands of people who already
have them or who would prefer other products. That is why it would
never occur to anyone to allocate housing in an arbitrary way. The
housing unit given to you would probably not be the one you desired
in terms of location, square footage, or other characteristics — unless
it could then be traded without restriction for one you did want. But
that brings us back to the market.

The assignment of scarce radio spectrum is another relevant
example here. Bandwidth is a resource that belongs to the commu-
nity, but unlike air, the quantity of airwaves available to consume
is limited. There is a high demand for bandwidth from telecommu-
nications and media companies, so there is a problem of how best
to allocate it to them. In the United States, a 1934 law ordered the
agency regulating telecommunications (the Federal Communications
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Commission or FCC) to allocate spectrum frequencies “in the public
interest.” In the past, the FCC often held public hearings at which
the candidates competing for licenses had to present their cases, at
the end of which licenses were granted to the candidate that seemed
make the best case. These hearings consumed time and resources;
moreover, we don’t really know whether the FCC made good choices,
because competence in this process is not the same thing as good
strategic planning or good management. The FCC also sometimes
used lotteries to grant licenses.

When using either a hearing or a lottery, the United States govern-
ment granted private agents a public resource free of charge (in many
countries, valuable taxi licenses have been similarly granted free of
charge). Furthermore, there was no guarantee that the person or firm
receiving this privilege would be capable of making the best use of it.
For that reason, selling licenses on a secondary market was author-
ized, or at least tolerated. When it is possible to transfer a license, the
allocative benefits of the market reappear. But the giveaway remains:
the benefit derived from scarcity goes into the pockets of private indi-
viduals, rather than to the community to which it belongs.

So for the past twenty years, the United States (like most countries
now) has used auctions to assign spectrum licenses. Experience shows
that auctions are an efficient way to make sure that the licenses are
assigned to the companies who will make the most of them,'* while
at the same time recouping the value of the scarce resource for the
community. For example, auctions of bandwidth in the United States
have earned about sixty billion dollars for the US Treasury since 1994.
This is money that would otherwise have gone, without any justifica-
tion, to private actors. Economists’ role in designing these auctions
has helped to increase greatly the financial benefit they brought to
the state. "

WHAT WE WANT TO DO AND WHAT WE CaAN Do

You might now be asking what the connection is between this dis-
cussion of the mechanisms of managing scarcity and the cognitive
biases discussed earlier. When the state decides to set the price of a
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scarce good at four hundred dollars rather than its market price of
one thousand dollars, it has the laudable intention of making this
good accessible to more people. But it does not consider the indirect
effects: in the short run, that means waiting in line or some other
form of inefficiency; in the longer run, it means a depletion of prop-
erty supply due to a price that is set too low.

When the state tries to allocate bandwidth free of charge to those it
judges able to make the best use of it, it often confuses what it would
like to do with what it can do, forgetting that it does not have all the
information needed to make the right decision. Information is at the
heart of the issue, and the mechanism of the market reveals it. The
state does not know which firms have the best ideas or the lowest
development costs for a particular slice of the radio spectrum, but
bandwidth auctions reveal which firms are prepared to pay the most
for it." Generally speaking, the state hardly ever has the information
it needs to make allocation decisions by itself. That does not mean the
state has no room to maneuver, but it has to accept its limits. We shall
see later in the book how Aubris — in this case, a government’s exces-
sive confidence in its ability to make complex choices in the realm of
economic policy — can lead to harmful environmental and labor-mar-
ket outcomes especially if combined with the desire to retain oversight
and thereby the power to distribute favors. Citizens may worry about
a world in which a faceless market makes the decisions: they want
real people to look out for them. But citizens should also recognize
that public officials are not superheroes. Voters are entitled to expect
officials to implement what is feasible and useful, but should not label
them as incompetent or corrupt when they fail to work miracles.

THE RisE oF POPULISM AROUND THE WORLD

Throughout the world, populist parties on both the right and left are
gaining ground. “Populism” is hard to define because it takes many
forms, but one common thread is the exacerbated eagerness to exploit
the ignorance and prejudice of voters. Fanning widespread hostil-
ity to immigrants, distrust of free trade, and xenophobia plays on
people’s fears. Rising populism clearly has specific causes in different
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countries, but anxieties about technological change and employment,
the financial crisis, the slowdown in economic growth, rising debt,
and increasing inequality seem to be universal factors. On a purely
economic level, the contempt that populist programs have for elem-
entary economic mechanisms, and even for simple public accounting,
is striking.

Economists — and academics in general — have to ask themselves
how much influence they have. Take the example of the vote in the
UK referendum in favor of leaving the European Union (“Brexit”) on
June 23, 2016. We cannot measure the impact on the electorate of the
nearly unanimous message from British and international economists
(as well as reputable organizations such as the Institute for Fiscal Stud-
ies, the IMF, the OECD, and the Bank of England) that the United
Kingdom had nothing to gain economically, and possibly a great deal
to lose, by leaving the European Union." To be sure, the election
seems to have been determined by other concerns — immigration in
particular — that were also easy for populists to misrepresent. The
British electorate did not seem engaged by what it believed (or wanted
to believe) was an esoteric debate among economic experts who were
popularly regarded as unable to agree among themselves. The same
might be said of the high degree of consensus amongst economists
against President Trump’s proposed economic policies during the US
election campaign. '

HOW TO MAKE ECONOMICS BETTER UNDERSTOOD

Economics is like any culture, for instance music, literature, or sports.
We like it more the better we understand it. So how can we make
economic culture more accessible?

Economists As CONVEYERS OF KNOWLEDGE

First of all, economists themselves could play a more active role in
sharing their knowledge.

Researchers respond, like anyone else, to the incentives they face.
Academic careers are universally judged on the basis of the research
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academics publish and the students they train, but only rarely on
public outreach or impact. What's more, staying safely in the ivory
tower is much more comfortable for academics, because, as we shall
see in chapter 3, switching from academic debate to communicating
with the public is not as simple as it seems.

The most creative researchers often do not engage in public debate.
Unless they have exceptional energy, it is difficult for them to com-
bine their mission to create knowledge and impart it to their stu-
dents with communicating ideas to the public. No one would have
expected Adam Smith to make predictions, produce reports, speak
on television, write a blog, and compose popular economics books.
Each of these new demands that society makes are legitimate, but
they sometimes open a gap between those who create knowledge and
those who convey it.

Even economists exercising their mission as strictly defined are not
exempt from criticism. They need to make greater efforts to construct
a pragmatic and intuitive education, relying not only on their tried-
and-tested conceptual frameworks, simplified for pedagogical purposes,
but also on empirical observation. Teaching obsolete economic ideas or
less-than-rigorous debates between earlier economists — or, conversely,
promoting an exaggeratedly mathematical approach — does not meet
the needs of secondary school and university students. The overwhelm-
ing majority of students will not become professional economists, and
very few will be researchers in economics. They need a pragmatic initi-
ation into the subject that is both intuitive and rigorous.

EVERYBODY’S RESPONSIBILITY

Our personal economic understanding, like our scientific or geopo-
litical understanding, guides the choices made by our governments.
The conventional wisdom agrees with Joseph de Maistre that “every
nation gets the government it deserves.” That may be true — even if,
as the philosopher André Comte-Sponville observed, it is better to
constructively help public officials than to constantly criticize them."

What I do know is that we get the economic policies we deserve,
and as long as a lack of economic understanding prevails among the
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general public, making good policy choices will take a lot of political
courage. Politicians hesitate to adopt unpopular policies because they
fear an electoral backlash, so if the public had a better understand-
ing of economic mechanisms, this would be a public good. We want
others to make the intellectual investment required to encourage
political decision makers to make more rational collective choices,
but we are often not prepared to make that intellectual investment
ourselves. We lack intellectual curiosity, and so behave like “free rid-
ers” who leave others to put in the effort to understand economic
mechanisms rather than bothering to do so ourselves. '

In his book 7he Age of Diminished Expectations: U.S. Economic Pol-
icy in the 1990s (MIT Press, 1997), Paul Krugman, a Nobel laureate
and one of the few economists who has succeeded in making difficult
economic concepts accessible, describes the situation like this:

There are three kinds of writing in economics: Greek-letter, up-and-
down, and airport.

Greek-letter writing — formal, theoretical, mathematical — is how
professors communicate. Like any academic field, economics has its
fair share of hacks and phonies, who use complicated language to
hide the banality of their ideas; it also contains profound thinkers,
who use the specialized language of the discipline as an efficient
way to express deep insights. For anyone without graduate training
in economics, however, even the best Greek-letter writing is com-
pletely impenetrable. (A reviewer for the Village Voice had the mis-
fortune to encounter some of my own Greek-letter work; he found

“equations, charts, and graphs of stunning obscurity ... a language
that makes medieval scholasticism seem accessible, even joyous.”)

Up-and-down economics is what one encounters on the busi-
ness pages of newspapers, or for that matter on TV. It is preoccu-
pied with the latest news and the latest numbers, hence its name.

“According to the latest statistics, housing starts are up, indicating
unexpected strength in the economy. Bond prices fell on the news
...~ 'This kind of economics has a reputation for being stupefyingly
boring, a reputation that is almost entirely justified. There is an
art to doing it well — there is a Zen of everything, even short-run
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economic forecasting. But it is unfortunate that most people think
that up-and-down economics is what economists do.

Finally, airport economics is the language of economics bestsellers.
These books are most prominently displayed at airport bookstores,
where the delayed business traveler is likely to buy them. Most of
these books predict disaster: a new great depression, the eviscera-
tion of our economy by Japanese multinationals, the collapse of our
money. A minority have the opposite view, a boundless optimism:
new technology or supply-side economics is about to lead us into
an era of unprecedented economic progress. Whether pessimistic or
optimistic, airport economics is usually fun, rarely well-informed,

and never serious.

We must all take responsibility for our limited understanding of
economic phenomena, our desire to believe what we want to believe,
our relative intellectual laziness, and our cognitive biases. We all have
the ability to understand economics, but as I have already shown,
errors in reasoning cannot necessarily be explained away by 1Q or
educational level.

Let’s admit it: it’s easier to watch a film or devour a good thriller
than to launch into a book on economics (this is not a criticism, by
the way: I myself read too little about climate science, biotechnol-
ogy, medicine, and other scientific fields that influence public policy
design). When we muster the resolve to do so, we expect the econom-
ics book to be easy to understand, exemplified in an extreme form by
the simplistic theses of what Paul Krugman calls “airport economics”
books. In every area of academic study, going beyond appearances
requires more effort, less certainty, and more determination in the
quest for understanding. But that is the price we have to pay if we are
to get the policies we deserve.
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The Moral Limits of the Market

In the kingdom of ends, everything has either a price, or a dignity.
What has a price can be replaced with something else, as its equiv-
alent, whereas what is elevated above any price, and hence allows of
no equivalent, has a dignity.

Immanuel Kant!

If you pay a child a dollar to read a book, as some schools have tried,
you not only create an expectation that reading makes you money,
you also run the risk of depriving the child forever of the value of it.
Markets are not innocent.

Michael Sandel?

PEOPLE’S BELIEF IN THE MERITS of free enterprise and the market
economy varies widely around the world.? In 2005, 61 percent of our
planet’s inhabitants thought the market economy was the best system
as a basis for the future. But while 65 percent of Germans, 71 percent
of Americans, and 74 percent of Chinese said so, only 43 percent of
Russians, 42 percent of Argentinians, and 36 percent of the French
trusted the market. These beliefs affect the economic choices each
country makes.

When there is enough competition, the market drives down the
prices firms charge and increases household purchasing power. It cre-
ates incentives to reduce production costs through innovation and
trade. Perhaps less obviously, it protects ordinary people from the
lobbying and favoritism that are so much a part of more centralized
systems for allocating resources. (Such abuses contributed both to the
French Revolution, which abolished privileges in 1789 and guilds in
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1791, and to the implosion of the centrally planned economies in the
late 20th century.) For all these reasons, competitive markets play a
central part in economic life.

As I intend to show in this book, however, departures from lais-
sez-faire economics are often needed to capture the benefits of the
market. Indeed, economists have devoted much of their research to
identifying both the failures of the market and ways those failures
might be corrected through public policy: competition law, regula-
tion by sectoral and prudential authorities, taxes on environmental
externalities, fees intended to reduce traffic congestion, monetary
policy and financial stabilization, mechanisms for providing “merit
goods”* such as education and health care, wealth redistribution,
and so on. While they recognize its drawbacks, the overwhelming
majority of economists are, for the reasons given above, in favor of
the market. But they see it simply as an instrument, never as an end
in itself.

Specialists in other disciplines (such as philosophers, psychologists,
sociologists, legal scholars, or political scientists), a large part of civil
society, and most religions have a different view of the market. While
they recognize its virtues, they often accuse economists of not sufh-
ciently considering the ethical issues it raises, and of not acknowledg-
ing the need to establish a clear boundary between the commercial
and the noncommercial.

A sign of this difference in perception is the worldwide success
of the book What Money Can’t Buy: The Moral Limits of Markets, by
Michael Sandel, a professor of philosophy at Harvard.> Sandel argues
that a range of goods and services, such as the adoption of children,
surrogacy, sexuality, drugs, military service, voting rights, pollution,
and organ transplantation (to cite only a few) must not be trivialized
by the market; that it should not be possible to buy friendship, admis-
sion to major universities, or the Nobel Prize; that genes and living
tissues should not be able to be patented.®

More generally, society is uneasy about the market, an uneasiness
reflected in the familiar slogan “the world is not for sale.” This chap-
ter analyzes these reservations concerning the market, the distinction
between commercial and sacred domains, the role of emotion and
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outrage in our social choices, and the threat to social cohesion and
to equality that the market may represent. The goal is to embark on
a scientific investigation of the foundations of our morality, rather
than to provide solutions — which I often don’t have — to very com-
plex problems. Reflecting scientifically on these issues challenges our
preconceptions (including my own), but this intellectual digression
seems essential if we are going to examine the way we create public
policy, even if, in the end, our analysis confirms the beliefs we began
with.

It is necessary in the first place because the things we consider
to be morally sound change over time, even in economic matters.
Life insurance and interest paid on savings used to be perceived as
immoral; more recently, the solutions to the problems of unemploy-
ment or climate change that many economists advocate — solutions
that imply people be made accountable for the consequences of their
actions’ — are still sometimes considered immoral, even though pub-
lic opinion has changed a little over the last thirty years.

Second, this digression is necessary because morality can have a
highly personal dimension. When the flame of indignation burns
brightly, people use moral arguments to impose their own value judg-
ments and reduce the freedom of others. Thus, until recently in many
societies, sex acts between persons of the same sex or of different races
have been considered immoral by the majority of citizens. The best
response to such claims of moral superiority is not necessarily another
moral claim — pitting my morality against yours leads to confronta-
tion, making problems impossible to resolve. The better response may
instead be to reason, beginning with simple questions, such as: Who
is the victim? What is the basis of your belief? Can anything other
than your own indignation justify infringing the freedom of others?
Do not misunderstand me: indignation is often a useful indicator of
dysfunction in society or the inappropriate nature of some kinds of
behavior. My argument is simply that we cannot stop there. We need
to understand the source of those beliefs.

This chapter shows, first of all, why the regulation or prohibition of
a market can be a response to a problem of information (because the
monetization of a good can destroy its value by altering its meaning),



36 CHAPTERTWO

or an externality (a cost imposed by an exchange on a third party),
or an “internality” (the behavior of an individual that conflicts with
his own interest). In all three cases, regulation or prohibition of the
market is a response to a straightforward market failure. When this
is the case, invoking ethics adds little to either the analysis or the
conclusion. Most importantly, it would fail to tell us which markets
should be regulated or prohibited, or how to devise solutions better
aligned with our ethical objectives.

Next I tackle subjects about which we all have ethical reservations:
payment for organ transplants, surrogate motherhood, prostitution,
and so on. The point here is not to challenge the regulations and pro-
hibitions that already exist, but to examine the basis for them. For one
thing, reasoning helps us understand why we make the policies we do.
Furthermore, some reflection could improve them. To illustrate the
point, I shall describe the way economists have succeeded in saving
lives by encouraging organ donation without raising major ethical
objections.

The last two parts of the chapter focus on other reservations
about the market — the charges that it weakens social ties and creates
inequality — with an emphasis on the way economics can help alle-
viate these problems. One of the leitmotifs here is that public policy
must be guided by the need to achieve specific objectives, rather than
by posturing and hype, which sometimes work against the intended
effects of a policy or waste public money.

THE MORAL LIMITS OF THE MARKET
OR MARKET FAILURE?

To concentrate on the real questions, let us first deal with some of the
criticisms of markets that simply reflect an ignorance of economists’
work — even when that work is now a standard part of economics, like
the economics of information and the economics of externalities.®
They also display an ignorance of the multidisciplinary studies under-
taken over the last twenty years, both theoretical and experimental
(in the field, in the laboratory, or in neuroeconomics), that have dealt
with subjects as diverse as morality and ethics, social norms, identity,
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trust, and the crowding out of intrinsic motivation by extrinsic incen-
tives. A series of examples can illustrate the confusion between mar-
ket failures and the moral limits of the market.

INFORMATION

The idea that friendship, admission to a university, or a scientific prize
can be bought contravenes elementary theories of the asymmetries
of information: these “goods” would lose all value if they could be
bought. We would no longer be able to tell whether a friendship was
real, whether admission to a university was a sign of talent, or whether
the prize was deserved. In these circumstances, a university diploma
would be a sign of wealth, not of ability, so it would not impress a
prospective employer. From this point of view, the fact that some
American universities, particularly in the Ivy League, ever admit stu-
dents simply because their parents made a donation to the university
is particularly shocking.” Clearly, most donations to universities are
not motivated by such considerations, and the phenomenon is not
common enough to call into question the average quality of students.
But that is precisely the point: some very wealthy parents are prepared
to spend enormous amounts of money to “buy” admission to a uni-
versity where their children will blend in with the majority of bril-
liant students and later benefit from having a diploma from a highly
respected institution.

EXTERNALITIES AND INTERNALITIES

In a different realm, a market for adopting babies in which the “sell-
ers” (the biological parents or adoption agencies) and the “buyers”
(adoptive parents) exchanged children for hard cash would neglect
a third party very much involved in the transaction: the children
themselves. Another example of an externality created by the market
is the trade in “blood diamonds” that feeds a civil war. Obviously,
authorizing diamond trafficking by armed factions inflicts serious
harm on the civilian population. As for pollution, experience shows
that the recommendations made by economists — to tax emissions
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or to grant negotiable emission permits — have significantly reduced
the ecological cost of environmental policies, and in that way have
helped improve the environment. Some people find the idea that a
firm could buy the right to pollute immoral, but their underlying
argument is weak. Today, firms that emit carbon only pay a ridic-
ulously small sum compared to the stakes involved: Is that really
more moral than a carbon tax or permit? Ultimately, we have to
reduce pollution. Since we cannot eliminate it entirely, we have to
make sure that those firms that can most cost effectively reduce
their pollution output will do so. That is exactly what putting a
price on carbon emissions ensures.

The question of drugs raises the problem of self-control (in addi-
tion to the problems of violence and public health connected with
hard drugs). The absence of self-control leads to addiction, the pri-
mary victims being the addicts themselves. This is not a question of
morality, but rather of protecting citizens against others (externalities)
and even more so against themselves (internalities).

Considerations of externality and internality can, of course, coin-
cide, as in the case of doping in sports. The regulation of doping is
justified both by an internality (the athletes sacrifice their long-term
health in the desire for recognition, glory, or money) and by an exter-
nality (the athlete who engages in doping both gains a competitive
edge and damages the reputation of the sport, and so has a negative
effect on other athletes).

One more example. A country where voting rights were traded
at the market price would be unlikely to adopt policies to which
we would subscribe behind the “veil of ignorance.”!® The wealthiest
households could buy voting rights and then pass laws favorable to
themselves. This reasoning has been used to limit individual contri-
butions to electoral campaigns or to finance them in part with public
monies. Directly purchasing votes would be more harmful than con-
tributing money to an electoral campaign that “buys” votes indirectly
by augmenting a particular candidate’s ability to be visible by the
electorate; so a fortiori an open market for votes is undesirable.

As these examples show, the range of market failures is relatively
wide, and economists have always highlighted them.
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THE COUNTERPRODUCTIVE EFFECTS OF INCENTIVES

Economics emphasizes the need for individual and collective objectives
to be aligned. It is a matter of putting individuals in step with soci-
ety, in particular by using incentives that discourage harmful behavior
(like pollution) or encourage virtuous behavior. Other social sciences to
some extent dispute this principle; in their view, extrinsic motivations
(incentives) can crowd out intrinsic motivations, making incentives
ultimately counterproductive. In the passage quoted at the beginning
of this chapter, Michael Sandel pins the blame on the market, but more

generally it is incentives that he opposes: a policy to reward children for
reading could be promoted just as easily by the government or by an aid
organization; the market simply creates a specific system of incentives.

Sandel deploys in his argument a criticism psychologists had pre-
viously made of the economic premise that increasing a good’s price
increases its supply. Although this premise has been empirically veri-
fied in very many areas of economic life, it is not always correct; the
challenge for social scientists is to identify precisely the situations in
which extrinsic incentives crowd out intrinsic motivation. Paying a
child to read a book or to pass an examination can push them to read
or to revise thoroughly, but the short-term benefit can also be nulli-
fied by what happens later — for example, if the child has less desire
to learn when the reward is no longer available. Policies relying on
incentives in this case may turn out to be counterproductive.

In another domain, we know that paying blood donors does
not necessarily increase the amount of blood given. Although some
people react positively to the incentive, others lose their motivation.
As we shall see in chapter 5, our desire to look good, to project an
attractive image either to ourselves or to others, can give rise to some
counterproductive effects from incentives. This is even more likely if
the behavior is public (especially in the presence of people we want
to impress) and memorable. The possibility of a financial reward for
doing something that is otherwise for the good of society, like giving
blood, makes us worry that our contribution might be interpreted as
a sign of greed rather than of generosity, and that consequently the
signal of virtue we send to others or to ourselves might be diluted.
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Contrary to the basic economic principle, a financial reward can thus
impede the behavior that we wish to encourage. Several empirical
studies have supported this conclusion.

THE NONCOMMERCIAL AND THE SACRED

The examples above all follow from standard economics, but we all
have other reservations of an ethical or moral character about specific
markets or types of incentives. Examples include organ donations,
surrogate mothers, stem cell research, prostitution, or paying to avoid
military conscription. Why?

Lire Has No Price

In the quotation at the beginning of this chapter, Kant draws a clear
line between what has a price and what has dignity. Our negative
attitude toward the market in some cases may also be related to our
refusal to compare money with other goals. For example, financial
considerations conflict with our belief in the sacredness of human
life. We all know that life has no price. The taboos on life and death
— part of the “incommensurable” things so important to sociologist
Emile Durkheim — have consequences. So being explicit about the
economic tradeoffs involved in health care and personal lifestyles
(the allocation of budgets for hospitals or medical research, or the
choices we make about safety) gives rise to fierce controversies. But
the refusal to compare the therapeutic effects and the number of lives
saved by these unexamined choices causes more deaths. Isn’t it absurd
to spend a large sum on saving one life when, for the same amount of
money, dozens of others could be saved?'! Yet the financial nature and
apparent cynicism of such considerations shock people, who refuse to
engage with them.

Philosophers have long reflected on our reluctance to confront
these utilitarian calculations.'” One of the most famous philosoph-
ical dilemmas of this type is the trolley problem: Would we be pre-
pared to push someone under a tram to derail it, if that meant that
five people further down the line would be saved? Or, to put the



THE MORAL LIMITS OF THE MARKET 41

dilemma another way, would a surgeon be prepared to kill someone
in good health to save five people who will die if they do not receive
an immediate organ transplant? Or what would we do if asked to
choose between saving our own child from drowning and saving five
others, if saving all of them would be impossible? These hypothetical
choices make many people uncomfortable, and they argue that they
would not sacrifice one life to save five others. Yet behind the veil of
ignorance, we are five times more likely to be among the beneficiaries
of such choices than to be the victims.

Are these purely hypothetical questions? Not at all. There are many
examples in the real world. Governments are confronted with this
dilemma when hostages are taken: Should they pay the ransom to
avoid sacrificing one life and so expose their citizens to more hostage
attacks in the future? Note that here we reencounter the identifiable
victim problem discussed earlier. A person taken hostage today has a
face, but future hostages — the victims of paying the ransom — do not.
The dice are loaded. That is why governments must adopt a general
policy and not make decisions on a case-by-case basis.

Consider another example that might become a problem in the
near future. In a few years, driverless cars will appear on our roads.
This will be a good thing. Accidents could be reduced by 90 percent.
Our streets and roads will be much safer. But our societies will have
to make some morally sensitive choices.'? Suppose that I am driving
my car alone, and I find myself in a rare situation in which I cannot
avoid an accident. My choice is limited to two options: sacrificing
myself by steering into the ditch, or killing five pedestrians who
are on the road. Today the driver makes this kind of decision in a
fraction of a second. Tomorrow, it will be an algorithm installed
in the car, programmed in advance to react dispassionately to the
situation. In the future, the algorithm will make the decision one
way or the other. Would I prefer a car that would sacrifice its driver,
or one that would run down five pedestrians? Intuitively, I would
perceive the first car as more “moral,” but which would I choose for
myself? “Behind the veil of ignorance” my chance of being one of
the pedestrians is five times greater than my chance of being the
driver of the car, so I would pick the car that would create fewer
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victims. But things would be very different if I was choosing a car
in real life. I would have to decide whether I am prepared to make
this kind of ethical choice explicitly. In experiments, however, many
people who are faced with this question refuse to allow the choice
to be dictated by the state. There is a clash between our abstract
ethical position (which here differs from our position in relation to
the trolley problem) and our self-interest as a driver.

In general, we are ill at ease making choices related to life and
death. To take a case less extreme than the ones just considered, Yale
professors Judith Chevalier and Fiona Scott Morton'* have shown
that the US funeral market, which we might think, a priori, would be
very competitive, enjoys almost monopolistic profit margins because
of our reluctance to talk about money when someone close to us
dies. Nonetheless, we should examine the origin of these taboos, ask
whether they are socially justified, and evaluate their effect on public
policies. De facto, we all implicitly attribute a value to life, whether
the lives of patients when hospitals have to make hard choices about
what equipment they buy, or our children’s lives when we are choosing
a car, or a vacation. But we do not want to admit that we make these
choices, which we find unbearable. Are these taboos caused by the
fear of loss of dignity if we make such choices explicit?™® Or are they
provoked by the fear that society might start down a slippery slope?

ORGAN MARKETS

We can pursue this question by examining a debate that has aroused
many passionate reactions on both sides: payment for organ trans-
plants. Gary Becker, a professor at the University of Chicago who
famously advocated using the prism of economics to study social
behavior (for example, drug taking or how families behave), noted
that the prohibition on the sale of, say, a kidney, limited the number
of suitable donors (essentially to family and close friends) and so con-
demned thousands of people to die every year in the United States
alone. Becker concluded that the question was complex, and that con-
sidering the thousands who die due to the shortage of donors, people
opposed to markets for organs should not claim moral superiority.
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Despite the force of Becker’s argument, most of us continue to
disapprove of paying people for their organs. But, given the stakes
involved, should we not ask why? A first, uncontroversial argument
is the fear that donors might not be sufficiently well informed about
the consequences of their actions. Losing a kidney can have long-term
consequences for the donor that are not trivial. The process leading
to the transplant would need to be strictly supervised, and the donor
would need adequate information about the consequences of his or her
action. This is nothing new: information protocols are already man-
datory when an organ is donated to a close friend or relative. A second
argument is the possibility that if you could earn money by donating,
some people attracted by the short-term financial benefit (whether for
themselves or to help their family, especially if they are poor) might
later regret their choice. Here we are considering an internality and
the concomitant protection of individuals from themselves.

A third line of discussion is that the willingness of some people to
swap a kidney for a few hundred dollars reveals inequalities we would
rather ignore.'® It is, de facto, the least well-off, and in particular the
desperately poor, who would be most willing to sell their kidneys. A
variant of the same argument is the repugnance we feel about trans-
plant tourism."” Obviously, trying to hide from reality by prohibit-
ing organ exchanges is no way to solve the problem of poverty. But
this third argument reinforces the second, because poverty creates an
urgent need for resources, and may lead individuals to make choices
that are harmful to them. Trafficking in human organs exists. The
point is that we need to take steps to control it, and to find solutions
to the problem that causes it — namely, the despair of those waiting
for donors. Hence, we should facilitate and encourage the donation of
organs at the time of death, and promote innovative solutions (such
as the kidney exchanges), which I discuss below.

Finally, a fourth line of argument is the possibility that donors do
not really consent, and are forced to sell their kidneys by Mafia-like
organizations. This argument is valid, of course, but it is not specifi-
cally about the sale of organs: Mafia-style organizations can force an
individual to hand over savings, or can transform someone into a vir-
tual slave by regularly skimming off part of their income, quite apart
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from the sale of organs. The most we can say is that the existence of
a market for human organs increases the opportunities for extortion.

Sometimes other considerations, often implicit, are at the root of
our disapproval. Consider, for example, the spectacle of violent sports
such as mixed martial arts (which is banned in France) or boxing.
Perhaps our sense of well-being depends on not living in a violent
society, to the extent that even the sight of spectators taking pleasure
in such violence may cause us distress. It is not merely a matter of
protecting the combatants against themselves (giving priority to the
long-term consequences for their health or the immediate physical
risks they face, rather than the money they earn), but also of protect-
ing ourselves against being disturbed by the collective enjoyment of
such events. Public executions of condemned criminals were forbid-
den in France between 1939 and 1981 (when capital punishment was
abolished) for exactly this kind of reason.™®

Another shocking example is that of catapulting Little People.
Many people first became aware of the practice through films like Lord
of the Rings and The Wolf of Wall Street. There was in some countries
a bizarre custom of paying Little People — who fully consented — to
participate in competitions in which others tried to throw them as far
as possible onto a mattress (the Little Person wore a helmet, and other
safety precautions were taken). In France, the Conseil d’Etar (which
performs some of the functions of a supreme court) had to rule on
this topic as late as 1995. In 1991, the commune of Morsang-sur-Orge
in the department of Essonne prohibited one of these contests, due
to take place in a nightclub. The Little Person concerned embarked
on a legal battle to preserve his right to practice his occupation: the
Versailles administrative tribunal ruled in his favor, but the Conseil
d’Etat decided that respect for human dignity was integral to pub-
lic order. In North America, there have been bans on this so-called
dwarf tossing (it was made illegal in Florida in 1989, for example),
but there is still an occasional debate between the majority, who view
it as a degrading practice, and a handful of Little People who argue
that bans restrict their freedom to work. Most of us would have no
interest in such a spectacle anyway, but why do we feel repugnance
when faced with what is, according to its defenders, just a mutually
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consensual exchange? One answer — offered by an association for
Little People — is the external effect on other Little People and their
collective image. This would lead to a general loss of dignity, not only
for the person who agreed to play the game."”

The example of prostitution combines, to some extent, all the lines
of argument we have already encountered: internalities, the desire not
to face up to inequalities (incidentally the policies adopted in such
matters sometimes only mask or shift the problem), externalities
(such as the damage done to the image of women in general), and the
violence and non-consensual exploitation practiced by pimps.

Let us return for a moment to organ transplants. To address the
shortage of organs for transplantation, Alvin Roth (who won the
Nobel Prize in 2012)?° and his coauthors invented a new approach
designed to increase the number of transplants without involving
payment. Their approach was subsequently put into practice. Nor-
mally, donations between living people are limited to close relatives
or partners. The donor and the receiver might, however, not be com-
patible (particularly if their blood types are different), which greatly
limits the number of possibilities. Roth had the following idea: In
the simplest version of the mechanism, A wants to give a kidney to
B, and C wants to do the same for D; unfortunately, A and B are
incompatible, and so are C and D. Rather than giving up any hope
of transplantation, there can be two successful transplants if A and
D are compatible, and so are B and C. The four individuals involved
are paired off by a centralized exchange mechanism. Four operating
rooms are used simultaneously: A gives his kidney to D, and C does
the same for B. In the United States, there are exchanges involving
many more people when one of the kidneys comes from a deceased
person.?' In France, paired organ exchanges were authorized on an
experimental basis under the bioethics law passed in 2011.

Exchange does not necessarily involve money. Economics studies
more generally the matching of supply and demand. Economists can
promote the common good by constructing better methods of allo-
cation, as has been shown by the creation of paired kidney exchanges
and more broadly by the work of researchers on what is now called
“market design.”
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InDIGNATION, A POOR GUIDE TO MORAL JUDGMENT

In addition to these examples of moral dilemmas, taboos change over
time and space. As I noted at the beginning of this chapter, this is
illustrated by the change in society’s attitudes to life insurance and
paying interest on loans, two practices that used to be widely con-
demned as immoral. In the field of economics, negotiable rights to
pollute aroused wide distaste twenty years ago, and became more
commonplace only when people understood that they advanced the
environmental cause. We may be concerned about the extension of
the market economy to the so-called noncommercial sector, but eco-
nomic policies do not map onto an arbitrary dichotomy between com-
mercial and noncommercial domains — or, to return to Kant, between
what has to do with the market and what has to do with superior
considerations. Moral postures cannot neatly divide up policies.

We feel indignant when confronted, for example, with injustice or
behavior that shows little respect for human life. Feeling indignant is
often a sign of something wrong with individual behavior or public pol-
icies. For all that, indignation can also be a bad counselor. It can lead to
the assertion of individual preferences to the detriment of other people’s
freedom, and it sometimes leads to a lack of thorough reflection.

As Jonathan Haidt, a professor of psychology at New York Uni-
versity, has noted, common morality applies not only to externali-
ties, but also when we condemn behavior that has no identifiable
victim.?* Recall that less than fifty years ago, many people disap-
proved of sexual relations between people of the same sex, or (for
instance in the United States in the not-too-distant past) between
people of different races, or involving an unmarried woman (but not
an unmarried man). Who were the victims of this behavior that was
deemed to be repugnant? Without clearly identifying externalities,
the assertion of some people’s preferences can quickly override the
freedom of others.

So feelings of revulsion are an unreliable source of ethical inspira-
tion. They can provide us with a way forward, or indicate that some-
thing is not right in society or in our own behavior, but that is all. It is
essential to question these strong moral feelings and ensure we reflect
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on them in developing public policy. We must better understand the
foundations of morality and our fears about the commercialization of
certain domains. That is what the academic community seeks to do.

THE MARKET, A THREAT TO SOCIAL COHESION?

Another category of objections to market economics is inspired by a
vague unease associated with the loss of social cohesion. Clearly, there
are many other contributors to this unease: urbanization, for example,
or the replacement of direct by online communication (even though
social networks, Skype, and e-mails make it possible to maintain
much more frequent contact with family and friends far away). None-
theless, social cohesion can be weakened by phenomena connected
with the market, such as globalization or increased mobility.” We
now trade with China rather than the neighboring town. We often
live far from our relatives and our roots. The political popularity of
slogans like “Buy French” or “Buy American” taps into this unease
— rather than, as one might hope, a reasoned judgment of the rela-
tive merits or needs of French and American workers, compared with
those of Chinese or Indian workers.

The market makes relationships anonymous, but that is, in part,
its purpose: it is supposed to free people from the economic power
others can exercise. In other words, the market limits any one person’s
or business’s power to dictate the terms of trade — for example by
preventing powerful firms from imposing high prices and mediocre
quality on captive consumers. As those who lament the weakening of
social cohesion often note, the market can make possible an ephem-
eral, anonymous trade — the antithesis of a gift economy. Yet even in
modern economies, the notions of reputation and repeated relation-
ships play a crucial role in aspects of trade that are not easy to specify
in a contract and therefore depend on the mutual goodwill of the
parties. So it is not surprising that the giants of the Internet, from
Uber to eBay or Booking.com, have created systems for recording and
sharing experiences among users.

But this weakening of social bonds by the market also has its
virtues. A gift economy can create dependency. Sociologist Pierre
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Bourdieu saw in it a relationship of superiority between the giver
and the receiver in which “violence is masked by an appearance of
generosity without calculation.”?* More generally, while social bonds
have many virtues, they can also be suffocating and restrictive (think
about a villager who eats bad bread all his life because he doesn’t want
to antagonize the local baker). In contrast, the market allows us to
extend our sphere of interactions, but only if we build trust. Com-
merce in fourteenth-century Florence was built on unprecedented
trust among merchants. Eighteenth-century writers such as Voltaire
and Hume emphasized the necessity of behaving in a civil manner in
a trade economy.” Montesquieu spoke of “gentle commerce” (doux
commerce); in his view, the market teaches us to interact with foreign-
ers and to get to know them. The American economist Sam Bowles,
a post-Marxist, a former associate of Martin Luther King, and one
of the pioneers who broadened economics to other disciplines of the
human and social sciences, adopts a similar position in his works, for
example in a newspaper column with the evocative title “The Civiliz-
ing Effect of Market Economics.”*¢

Those who express concern about the impact of the market on
social cohesion often conflate three very different issues.

First concern: The market reinforces the selfishness of its actors, which
makes them less capable of forging effective bonds with others. After all,

wasn’t it Adam Smith who said famously:

It is not from the benevolence of the butcher, the brewer, or the
baker, that we expect our dinner, but from regard to their own
interest. We address ourselves, not to their humanity but to their
self-love.

Self-interest seems to be at the heart of the market economy, even
if, as Daron Acemoglu® (one of our most brilliant contemporary
economists) points out, echoing Adam Smith himself, that what mat-
ters is not necessarily what motivates the result, but the result itself:

A deep and important contribution of the discipline of economics is
the insight that greed is neither good nor bad in the abstract. When
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channeled into profirmaximizing, competitive and innovative
behavior under the auspices of sound laws and regulations, greed
can act as the engine of innovation and economic growth. But
when unchecked by the appropriate institutions and regulations, it

will degenerate into rent-seeking, corruption and crime.

Second concern: The market encourages citizens to distance them-
selves from traditional institutions, such as their villages and extended
Jfamilies, which weakens their ties to the society that surrounds them.

Third concern: The market, as we have already seen, allows citizens to
envisage certain transactions that would otherwise be unthinkable — for
instance selling their organs or their sexual services — which puts aspects
of their private life on the same level as everyday commercial transactions.

In his book 7he Company of Strangers: A Natural History of Eco-
nomic Life, my colleague Paul Seabright, director of the Institute for
Advanced Studies in Toulouse (IAST), analyzes these three concerns
about the influence of the market economy.?® He notes that, far from
relying only on its participants’ self-interest, the market also demands
from them a significant capacity to establish trust — and nothing is
more corrosive of trust than pure selfishness. Seabright shows how,
since prehistory, it has been the social aspect of human nature that
has allowed us to broaden the sphere of our economic and social
exchanges. To be sure, this does not transform us into purely altruis-
tic creatures. The market involves both competition and collaboration,
and the balance between the two is always delicate.

It is also true that, by allowing us to choose our trading part-
ners, the market makes it easier to break some traditional ties. This is,
though, a transformation of inherited ties into chosen ties, not simply
a deterioration of social cohesion. In the long run, relationships are
probably less durable in a market economy, but neither the durability
nor the inheritability of social bonds are virtues in themselves. Who
would really regret the disappearance of the strongest social bonds
that have ever existed: those between a slave and his master, between
a wife and her all-powerful husband, between a worker and a monop-
sonistic employer, or — to return to a lighter example — the bond
between our villager and his not-very-talented baker?*
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As for the commercialization of some transactions that had previ-
ously belonged to the realm of the sacred, Seabright emphasizes how
the concept of the realm of the sacred has fluctuated over time and in
different cultures. A rejection of explicit commercialization, he says,
can coexist with an implicit commercialization: people who are scan-
dalized by the very idea of prostitution or of paying someone to keep
them company can nonetheless stay with a spouse whom they no
longer love out of a desire for financial security, or out of fear of being
alone. There are no easy conclusions in this area, and this observation
is not an argument in favor of legalizing the market no matter what,
nor in favor of a particular form of regulation (which differs greatly
between countries).

Returning to an observation I have already made about inequality,
the conclusion I would prefer to draw is that the market is some-
times made a scapegoat for our own hypocrisy. Even when it neither
strengthens nor weakens our social bonds, the market becomes a
mirror to our souls that reflects realities of our societies, facets of our
aspirations, and preferences that we would rather conceal — from our-
selves as well as others. We can break the mirror by doing away with
the market, but to do so only suspends judgment on our personal and
collective values.

INEQUALITY

An analysis of the relationship between the market and morality
would not be complete without at least a brief discussion of inequality.
The market economy has no reason, a priori, to generate a structure of
revenues and wealth that conforms to society’s wishes. That is why a
redistributive system of taxation has been established in all countries.

Insofar as the market has often been perceived as the cause of
increased inequality?® over the past thirty years, we might speculate
that distrust of the market in some countries is a reaction to that
increase. Yet this does not seem to be the case. For example, in 2007,
the 1 percent of French people who earned the highest salaries earned
half as much (in proportion to the country’s total income) as their
counterparts in the United States. Similarly, post-tax inequality® is
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significantly lower in France than in the United States. Yet twice as
many Americans as French people believe in the virtues of the market.
Moreover, there is no reason to think that attitudes toward the market
depend on the level of inequality; as the Scandinavians demonstrate,
a country can adhere fully to the market economy and still use taxa-
tion to reduce inequality.

Modern economic science has done a great deal of research on the
measurement and understanding of inequality. A whole book could
be devoted to the question. Here I would like to simply offer a few
remarks concerning what economics can and cannot contribute to
the debate on inequality.

Economic ANALYSIS OF INEQUALITY

Let us begin with what economists feel most comfortable with when
analyzing inequality: documenting it, understanding it, and suggest-
ing effective policies (meaning specifically policies that do not waste
public funds) to obtain a given level of redistribution.

Measuring Inequality

The many statistical studies carried out over the past two decades have
given us a more precise view of inequality. In particular, the relative
increase in the wealth of the top 1 percent has been studied in great
detail by economists, notably by Thomas Piketty and his co-authors in
their analysis of wealth inequality.” The increase in the share of income
captured by the top 1 percent has also attracted a great deal of attention.
For example, average income in the United States increased 17.9 percent
between 1993 and 2012; that of the top 1 percent rose 86.1 percent;
while that of the other 99 percent rose only 6.6 percent. The share of
income received by the top 1 percent increased from 10 percent in 1982
to 22.5 percent in 2012.% Economists have also studied inequality in
general along the income ladder, not just the very top and bottom. >
Economists have, moreover, devoted much effort to studying the
phenomenon of polarization that began in the United States about forty
years ago, and which now occurs in most countries. This polarization
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consists of a significant increase in the earnings of highly skilled work-
ers, and stagnation in the earnings of workers who have few skills; at
the same time, the number of workers in occupations that are neither
high or low skilled has decreased.” Finally, economists have analyzed
the decrease in inequality between nations and the reduction of global
poverty (a significant decrease mainly due to the dynamism of the
increasingly market-oriented Chinese and Indian economies, although
their levels of poverty are still much too high).

All these studies measuring inequality are indispensable, because
they provide a snapshot of the present situation and highlight the
extent of the problem.

Understanding Inequality

The growth of inequality has multiple causes, and the causes depend on
the type of inequality we are talking about, income or wealth, as well as
on the groups being compared (for instance, the 1 percent vs. the rest).
The increase in the earnings of top earners has been explained in
several ways.?® The first factor is technological change favoring highly
skilled workers in information technology, biotech and medicine,
banking and other industries.?” Second, a group of economists* has
recently shown that economic activity has been reallocated in part to
“superstar firms” with high markups on their products. High markups
benefit capital and mechanically decrease the share of production that
goes to labor.” The digital economy’s “winner takes all” characteristic
has made the founders, investors and employees of Amazon, Apple,
Facebook, Google, Microsoft and other successful firms rich; more
generally, the firms’ ability to raise price, i.e. market power (proxied
by how concentrated the industry is), has increased across much of
the private sector. The authors also show that industries with larger
increases in concentration exhibit a larger decline in labor’s share.
Globalization has enabled successful enterprises to rapidly export
their model throughout the world.*> Conversely, in unprotected sec-
tors (subject to international competition), it also puts employees in
countries with low salaries in competition with employees in developed
countries, offering the former an opportunity to emerge from poverty,
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but at the same time putting downward pressure on the latter’s wages.
This has been particularly the case since 1990, when developing and
emerging countries abandoned their import substitution policies and
converted to the market economy; the cost of container transportation
meanwhile fell dramatically. Both factors lifted hundreds of millions
of people out of poverty.*! It is not widely appreciated that the liberali-
zation of trade greatly increases inequality among equally skilled indi-
viduals within a given country; this occurs because trade liberalization,
while benefitting efficient enterprises (which can export), weakens less
efficient ones (faced with competition from imports).*

Globalization has also increased competition for talent. Entrepre-
neurs can choose where to locate their startups, and the best researchers,
doctors, artists, and managers are increasingly moving to the locations
where they are offered the best conditions. We can deplore it, but it’s
a fact in our internationalized world. Competition for talent certainly
liberates the talented, but it can go too far — as my colleague Roland
Bénabou (of Princeton University) and I have recently shown in an art-
icle on the culture of bonuses.** Firms offer very high, variable remu-
neration to attract or retain the most talented employees. These rewards
are often overly determined by short-term performance. This pushes
the beneficiaries, especially the least scrupulous among them, to neglect
the long term, or even to engage in unethical behavior.

When an entrepreneur, a researcher, a company, or an asset is lost
to another country, the home nation suffers a loss — such as the loss of
the jobs that would have been created by the person or the company
concerned, the loss of tax revenues, the loss of the transmission of
skills and knowledge, and so on. The question is how to measure the
phenomenon. At the heart of the problem is a lack of reliable data;
the consequent poor quality of empirical studies allows preconceived
ideas to take hold on all sides.**

It is easy to see the stumbling blocks in the way of researchers who
seek to help structure this debate by establishing the facts. Delayed
reactions (people don’t leave immediately in reaction to a policy
they consider unfavorable; the effects are seen over time) complicate
econometric assessments. So does the “nonstationary” character of
the phenomenon (there are time trends — for instance, the younger
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generations have a more international mindset and are therefore more
likely to leave for another country than their elders were). In addition,
we are interested not only in the number of departures, but also in
who is departing. Among entrepreneurs, researchers, and the liberal
professions, the most talented are also the most likely to move abroad.
For example, in the research sector, the number of European research-
ers who move to the US is small, but the loss occurs disproportion-
ately among the most creative people, who are in great demand.®
Similarly, losing the new Steve Jobs or the new Bill Gates would be
disproportionately expensive in terms of job creation, tax revenues,
and the environment of innovation.

Globalization and technology, both of which favor the most highly
skilled individuals, are not the only reasons for the top 1 percent’s
increasing wealth.”” Some people have pointed the finger at earnings
in the finance industry, especially in the US and the UK.

One idea on which economists agree, whatever their attitude
toward redistribution, is that not all inequality is the same. Wealth
acquired by creating value for society is not equivalent to wealth that
comes from economic rents. For example, a very important factor in
the increasing inequality of wealth in many countries has been the
increase in real estate prices.*® But the owner of a building, unlike
the inventor of a new treatment for cancer, does not create value for
society. In the same way, to take an example used by Philippe Aghion
in his inaugural lecture at the Collége de France, the Mexican billion-
aire Carlos Slim — who built his fortune by protecting his businesses
from competition and is now one of the richest people in the world

— compares unfavorably with peers like Steve Jobs and Bill Gates, who
built their careers on innovation. Aghion’s conclusion is that we have
to redesign fiscal systems so they distinguish clearly between the crea-
tion of value and the enjoyment of economic rents, even if, in practice,
this distinction is not always easy to make.*

Suggesting Solutions and Evaluating Them

Economists can also explain how wealth might be redistributed effi-
ciently, or whether a given policy of redistribution has achieved its
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objective. Virtually all economists are in favor of simplifying the fis-
cal system. In many countries (including France), the fiscal complex-
ity and the piling up of taxes and tax loopholes makes taxation com-
pletely incomprehensible — but each successive government postpones
the tax revolution. Sometimes partial (and often short-lived) reorgan-
ization is undertaken, but while each change, taken in isolation, is
well-intentioned and wins legislative approval without difficulty, the
reformers never consider the coherence of the measures. The same
problems constantly recur: the sequence of small benefits granted to
the poorest, each individually justifiable, eventually combine to gen-
erate threshold effects, setting a “poverty trap” that is very damaging
to society.””

As in other areas, the evaluation of income redistribution schemes
leaves much to be desired.” Whether out of ignorance or as a reflex,
public discourse seems sometimes to give more importance to the
presence of various “markers” of a redistributive policy than to its
actual ability to achieve basic objectives. Many supposedly egalitarian
policies either disadvantage the intended beneficiaries or bring only
minor benefits to them, all while being very expensive for taxpayers,
thus threatening in the long run the social welfare system we want to
sustain. Chapter 9, on unemployment, shows in detail how policies
that are supposed to benefit wage earners — like protecting jobs by
making dismissals a matter for the courts, or increasing the mini-
mum wage rather than redistributing more through the tax system
— often backfire against their intended beneficiaries, or at least against
the most vulnerable.

Here are a few examples, taken from other domains.

In housing, seeking to protect renters who are in arrears appears to
be a generous and humane policy. But arrears lead landlords to select
renters more carefully, excluding those who are on fixed-term employ-
ment contracts and young people (unless their parents can provide
guarantees) from the private rental market. Similarly, although it is
entirely legitimate to protect renters against abusive rent increases
during the term of a lease, a policy of controlling rent increases
between lease agreements always produces a rental market in which
housing is in short supply and of poor quality. The economic impact
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of this will fall primarily on those who are struggling the most. Once
again, housing policies that appear to be progressive can easily back-
fire against the individuals most in need of help.

Housing subsidies or benefits in many countries are meant to be
an important redistributive tool, but these subsidies have contributed
to rent inflation: the supply of housing for rent has not increased in
line with demand because the number of tall buildings is limited by
regulation in the large cities — the very places where they are most
needed. This is good news for landlords, whose earnings are rising
thanks to the subsidies, but they are, of course, not the group that
the policy is intended to help. Housing subsidies, a powerful tool that
is meant to be redistributive, help their intended beneficiaries only
moderately, and require high public spending that could be better
used for other things.

Another paradoxical example: the French education system claims
to have egalitarian goals (through a uniform curriculum, for example),
but it creates great inequalities to the detriment of the most disadvan-
taged and in favor of the better informed and those whose parents live
in well-off neighborhoods. State schools in Britain and the US sim-
ilarly reflect the wealth or poverty of their neighborhoods. Another
paradoxical aspect of the supposed egalitarianism of the French edu-
cational system is the rejection of selective admission to university.
This policy leads to selection by flunking out at the end of the first
or second year, with the unfortunate result that the least prepared
students not only do not receive diplomas, but are also discouraged or
even stigmatized, having wasted one, two, or even three years. This
mess has little effect on the elites, whose children are rarely affected
by this phenomenon. On the whole, the French educational system is
a vast insider-trading crime.

The lesson to be drawn from these examples, along with many others,
is that to determine whether a public policy is redistributive or not, it
is not enough to know the socioeconomic condition of the groups it
targets. We also have to consider all of its potential consequences.

Finally, at a macroeconomic level, the need to control public
finances is too often seen as a brake on redistributive policies. Yet by
challenging the need for careful monitoring of public expenditure,
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vocal critics of cautious fiscal policies threaten the sustainability of
that very same welfare system; a large decrease in spending on health
care and education, and a decline in retirement pensions, which
would be bound to result from a fiscal crisis, would represent a de
facto rupture of the compact between the state and its citizens and
would particularly affect the neediest people.

Tue Limits orF EcoNnoMIcs

A Just World?

When we understand the extent of inequality and have analyzed the
effects of redistributive policies, we can begin to make choices about
the kind of society we want. On this an economist has little to say,
except as an ordinary citizen.

In a coherent fiscal system, there is bound to be a trade-off
between a little more redistribution and a little less purchasing power
or growth (if not, the fiscal system would be badly constructed and
in need of improvement). It is, however, difficult to make the right
choice when faced with the need to compromise. For one thing, the
choice depends on attitudes toward redistribution, a personal value
judgment. For another, we do not have all the information we need
about the trade-off between redistribution and growth.

This brings me back briefly to the connection between the causes
of inequality and the desirability of redistribution. Intuitively, it
would be good to know whether someone’s income comes down to
influential connections or chance — in which case the beneficiary has
done nothing to deserve it and the redistribution ought to be total (a
tax rate of 100 percent). Many people share this point of view. Even
the most conservative American Republicans, who are opposed to
many redistributive policies, think disabled people are not respon-
sible for their condition and society should help them. But if, on the
contrary, income is the result of an effort or an investment, there is
a convincing argument for a tax rate that leaves room for incentives.

The problem is that we have only a vague idea of what generates
financial success: Is it effort or circumstances? On this question, econ-
omists, sociologists, and psychologists have discovered an astonishing
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phenomenon: 29 percent of Americans believe that poor people are
caught in a poverty trap, and 30 percent believe that success is due
to chance and not to effort or education; for Europeans, the figures
are 60 percent and 54 percent, respectively.”> Similarly, 60 percent
of Americans (including a large proportion of the poor) and only 26
percent of Europeans answered “yes” to the question: Are poor people
poor because they are lazy or lack determination?

These are incompatible views of the world. Many more Americans
believe in a just world in which people get what they deserve, and
they tend to overestimate social mobility in their country. Are they
wrong? Perhaps. But so too are the French, who are probably too
pessimistic, even if they can justify their skepticism about the role
of merit by pointing to numerous unfair institutions: tax loopholes,
closed professions, an educational system that favors the well-off, poor
integration of groups descended from immigrants, public decisions
made under pressure from interest groups rather than analysis of the
common good, or the excessive role played by personal contacts in
obtaining internships or permanent jobs (although the work of the
sociologist Mark Granovetter shows the same factors with regard to
internships are at work in the United States).*® The truth is that we
have little empirical knowledge about the connection between merit
and success in most countries, and that is precisely the heart of the
problem: in the absence of information, anyone can believe what they
want.

But that is not the whole story. However unfounded people’s
beliefs might be, they are nonetheless consistent with the fiscal and
social systems of the countries they live in. Roland Bénabou and I
have pointed out that these beliefs about what determines income
and wealth, which clearly affect the choices made about taxation and
social protection (and which are logically more progressive in Europe,
given the difference in beliefs), are in part endogenous.>® In a country
with a weak welfare system, it is better to think that success is heavily
dependent on personal effort, and that only hard work can ensure a
decent future; the opposite is true in a system with a strong welfare
system. Beliefs about the relationship between merit and success have
other consequences. For example, the belief in a just world has, as its



THE MORAL LIMITS OF THE MARKET 59

corollary, a greater stigmatization of the poor and those who depend
on social welfare. It can lead to overestimating mobility (which seems
to be the case in the United States), but it favors growth and does a
better job of connecting merit to net income, which can have benefi-
cial economic effects (though not for the poor), even if the belief in a
just world proves to be specious.

Inequality among Whom?

It is also difficult to define the boundaries within which we judge
inequality. To appreciate the problem, think about the example of
the liberalization of trade, which may have increased inequality in
wealthy economies, but has also made it possible for large groups of
people in emerging countries to escape from poverty. Or think about
our reaction to migrants (even if we do not always realize that immi-
gration flows can bring many benefits to the host country — at least
if the labor market does not exclude the newcomers). The question of
who is most deserving of attention is an ethical one, regarding which
the economist will have a point of view but no specific knowledge to
contribute.

Whether well founded or not, ethical judgment strongly deter-
mines redistribution policies and economic policies in general. The
works of Alberto Alesina, Rez Bagir, and William Easterly have shown
that redistribution by providing public goods at the local level is far
more successful when the population groups concerned are homoge-
neous, whether ethnically or religiously.” Even if we are personally
shocked by communitarian preferences (or national or other forms
of narrowly conceived preference regarding redistribution), they are
nonetheless realities that confront us when devising public policies.

Just as the way individuals evaluate inequality depends on where
they live, the intergenerational horizon may also vary a great deal:
How much consideration do we give to our children’s and our grand-
children’s generations and those that follow? Our societies do not
show much generosity toward future generations, despite all the talk
of sustainable policies. To be sure, it is likely that technological pro-
gress will make future generations wealthier than we are, as well as
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better protected against disease and old age. But we are bequeathing
a very uncertain future to them. Young people in many countries are
faced with unemployment (in France, for example, their unemploy-
ment rate was 5 percent in 1968; now it is 25 percent) or less attractive
jobs (in 1982, 50 percent of newly created jobs offered permanent
contracts; only about 10 percent do so today). Taking France again
as an illustration, there are many other problems for the young: a
housing shortage in desirable areas (implying vigorous competition
for flats among potential tenants, many young people living with
their parents, and the difficulty of buying a home), schooling that is
inadequate and not always suited to the labor market, a halt in social
mobility, higher education that is increasingly expensive for families,
unfinanced retirement plans, high public debt, global warming, and
inequality. Obviously, we cannot claim generosity to future genera-
tions, since policies are, in reality, largely guided by the well-being of
the generations that are old enough to vote.

Nonfinancial Dimensions of Inequality

Finally, although inequality is usually measured in financial terms
(income or wealth), it takes on many other dimensions, such as inte-
gration into society. Access to health care is another. Health care
inequality is well known, but it is less well understood that this ineq-
uity has recently grown greatly. A recent study®® shows that in the
United States, if the income of a man born in 1920°” was in the top
10 percent, his life expectancy was 6 years longer than if he was in
the bottom 10 percent; for women, the difference was 4.7 years. For a
man and a woman born in 1950, the difference rose to 14 and 13 years,
respectively. Life expectancy between these two cohorts increased by
only 3 percent for the most destitute, but by 28 percent for those
with high incomes. Researchers are now trying to pinpoint the causes
of this disparity, which is crucial for devising the best public policy
response. They must begin with the problem of causality: Does pov-
erty generate bad health or is it the other way around, with bad health
increasing the risk of poverty? Do the best-off people have a healthier
way of life? (The authors of the study suggest as much: in the United
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States, smoking, for example, has become a class phenomenon, much
more prevalent among the poor.) Do they have access to better health
care? All these factors are undoubtedly involved to some extent, but
clearly identifying the causes will make it possible to direct public
policy toward the areas in which it will have the greatest impact.

Dignity is particularly important. Most people naturally want to
feel useful to society rather than a burden on it. In their legitimate
demand for respect with regard to their condition, disabled people
want more than just money: they also want work.

Ethical questions also arise when it comes to redistributive pol-
icies in the labor market — for example, the choice between a higher
minimum wage or a minimum income for those of working age. By
increasing the minimum wage beyond that of most other countries,
France opted to increase the income of the lowest-paid employees by
raising their salaries rather than redistributing through the income
tax system. This contributed to unemployment among those whose
skills placed them around, or below, the minimum wage. These
unemployed workers lose their human capital (making them harder
to employ in the future), part of their social fabric, and their dignity.

Here then is another debate about morality and the market — one
that will prove unavoidable as the automation of the economy pro-
gresses, as this will have consequences for virtually all kinds of work.
The impact in terms of jobs and social cohesion will be brutal, and I
do not believe we are prepared for it.
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The Economist in Civil Society

The age of chivalry is gone. That of sophists, economists, and calcu-
lators has succeeded and the glory of Europe is extinguished forever.
Edmund Burke'

THE DISCIPLINE OF ECONOMICS provokes, fascinates, and disturbs.
Sometimes economists become superstars, equally envied and deni-
grated. Relegated to the status of sophists? and calculators® more than
two centuries ago by Edmund Burke, one of the founding fathers of
British conservatism, economists have always been regarded with a
certain suspicion. They are accused of all thinking the same thing.
But what use would economists be if they could not reach a consensus
about anything?

Economists are simultaneously flattered by, and ill at ease with, the
attention paid to their discipline. They either take refuge in abstrac-
tion or rush to make policy recommendations; they remain in their
ivory tower or set themselves up as dispensers of advice; they work in
obscurity or seek the media spotlight.

What use are economists? Do they all think the same thing? What
exactly do they do? What influence do they have over how society
evolves? These questions deserve an entire book bug, failing that, their
importance means we should at least sketch some answers here. The
task is complicated because I am an actor in this debate. This means
that [ risk falling into one of two pitfalls that academics face, what-
ever their field. One is to yield to conformism, complacency, and
corporate defensiveness; the other is to try to present oneself as a free
spirit, independent of one’s own community while having built a rep-
utation based on work rooted in the dominant consensus. I have tried
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to avoid these pitfalls, but it will be up to the reader to judge whether
I have succeeded. By describing an academic economist’s everyday
life (a life largely unknown to the general public), I would also like to
explain the complex links between an economist’s research and the
uses to which it can be put.

THE ECONOMIST AS PUBLIC INTELLECTUAL

THE AcaDEMIC PROFESSION

Whatever his or her discipline, the academic researcher has the good
fortune to belong to a profession in which intrinsic motivation is cen-
tral. The great majority of my colleagues are passionate about their
work — “crazy about research,” as Jean-Jacques Laffont, the founder
of the Toulouse School of Economics, used to say. The same goes for
research groups in every academic discipline. The academic commu-
nity is an attractive working environment, more so than many others.

A distinctive feature of research is its long-term horizon, celebrated
by the academic community. With this long horizon comes not only
doubt, the equivalent of writer’s block, but also moments of genuine
intellectual excitement. Henri Poincaré, the great French scientist,
described the unparalleled pleasure of discovery: “Thought is only a
lightning bolt in the middle of a long night, but this lightning bolt
is everything.” The researcher’s profession is without question a privi-
leged one, offering great freedom and, furthermore, intense moments
when confusion suddenly gives way to simplicity and clarity. Then
the researcher has, like every teacher, the pleasure of sharing this
knowledge.

Of course, intrinsic motivation is not the only driver. Academics
are no different from every other profession: they react to their envir-
onment and to the incentives they face. They organize and carry out
their activity on the basis of both their inner motivation and their
desire for recognition from their peers and by society, for promotion,
or power, or an ambition to make money.

All researchers care about being recognized by their peers; usually
they also want to have the best students, minimize their administrative
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duties, and increase their quality of life. But the closer an academic
discipline comes to concrete applications, as in the case of economics,
computer science, biology, medicine, or climatology, the more the
extrinsic motivations are likely to multiply: remuneration from pri-
vate and public sectors, relationships outside academia, the quest for
media attention, or a desire for political influence.

The motivations are varied and complex, but in the end they are
not what matters. A researcher can develop a theory out of pride,
greed, or rivalry with a coworker, but what really counts is that it
advances science and is validated through an open process of review.

THE ACADEMIC AND SOCIETY

New Challenges

The implicit contract between the citizen-taxpayer and the researcher
that has been in force for the past fifty years is now with increas-
ing frequency being challenged. Researchers, who in the past have
sometimes adopted a detached, even irreverent attitude, increasingly
need to justify their work collectively to those who fund the system.
We are living through a period in which the general public distrusts
academic expertise as soon as it affects real-world topics such as eco-
nomics, medicine, the theory of evolution, climate science, or biology.
Public mistrust is buttressed by the scientific community’s errors, such
as the failure to remove harmful drugs from the market, or scientific
fraud connected with nonexistent or falsified data — which affects
numerous fields ranging from political science to biology. Economists,
as for them, have been blamed for their failure to predict the 2008
financial crisis (in chapter 12, I shall return to this crisis and to the
question of the responsibility economists bear).

Confronted with these criticisms, one possible reaction would be
to retreat back into the heart of the academic world. This “ivory tower”
approach, however, cannot be justified by the academic community en
masse. Nations need independent experts to participate in public life,
to contribute to debates in decision-making bodies, and in the media.
But this is a collective responsibility since some researchers have no
appetite for this kind of engagement, lack the ability to intervene
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effectively, and prefer to work on methodological questions and to
specialize in basic research (even though the boundary between basic
and applied research is often quite permeable). These academics are an
indispensable part of the process of research, but they often feel less
at ease than some of their colleagues in talking about its applications.

Academics and the Private Sector

The relationship between universities and industry is often contro-
versial. For detractors, interactions with industry are (at best) a risky
activity or (at worst) a kind of corruption of thought, even a pact
with the devil. Defenders of the relationship argue that these interac-
tions encourage new lines of research, make it possible to fill gaps in
research funding, and more generally improve the competitiveness of
the academic environment. Other interactions academics have with
the world outside the university provoke a similar debate.

These interactions with the real world, however, are probably one
of the best ways for academics to understand the problems facing the
economy and society, and to develop and fund relevant, original topics
of research that those who stay cloistered in their ivory towers could
never imagine. The work of Albert Fert is one example among many.
He won the 2007 Nobel Prize in physics for discovering giant mag-
netoresistance (GMR) while collaborating with Thomson-CSF (now
Thales) on the production of adjacent ferromagnetic layers, which
are used in making playback heads for computer hard disks. Other
recent Nobel Prizes in physics illustrate the same point: Charles Khao,
winner for fiber optics in 2009, performed his research in several IT/
telecom companies before finally joining academia; one of the 2014
awardees (for the blue light-emitting diode [LED]), Shuji Nakamura,
made his discoveries while at Nichia Corporation.*

The same may hold for economics as well, as I can testify; several
of the studies cited by the Swedish Royal Academy of Sciences in its
2014 report for the economics prize proceeded from new questions
that arose in the context of sponsored research contracted by my aca-
demic institution with public and private organizations. The econom-
ics community can be overly focused on areas of “intensive research”
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— the kind that refines existing knowledge — while neglecting fun-
damental topics staring practitioners in the face, because researchers
have not done enough extensive or broad-ranging research of the kind
that is needed to explore new scientific territories.

Cautions about the dangers of these different interactions are
important, yet they have significant economic value and also a value
to society, which is why they are tolerated. Today’s ideas, patents, and
startups are tomorrow’s public policies, tax revenues, and jobs.

The Academic Economist and Public Affairs

The duty of an academic is to advance knowledge. In many cases
(mathematics, particle physics, the origins of the universe) perhaps
we should not be too preoccupied with the application of knowledge,
but only with finding the truth — applications will come later, often
in unexpected ways. Research driven only by the thirst for know-
ledge, no matter how abstract it may be, is indispensable — even in the
disciplines that are naturally closest to real-world applications. But
academics must also collectively aim to make the world a better place;
consequently, they cannot refuse, as a matter of principle, to take
some interest in public affairs. Economists, for example, should help
to improve sectoral, financial, banking, and environmental regula-
tions, as well as competition law; to improve our monetary and fiscal
policies; to reflect on how Europe is organized; to understand how
to overcome poverty in developing countries; to make education and
health care policies more effective and fair; to foresee the development
of (and provide remedies for) inequality; and so on. They should also
take part in government hearings, interact with the administration,
and sit on technical commissions.

Researchers have an obligation to society to take positions on
questions on which they have acquired professional competence. For
researchers in economics, as in all other disciplines, this is risky. Some
fields have been well explored, others less so. Knowledge changes, and
what we think is correct today could be reevaluated tomorrow.

Finally, even if there is a professional consensus, it is never total.
Ultimately, a researcher in economics can, at most, say that, given the
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current state of our knowledge, one option is better than another. This
word of caution applies to all the proposals I make in this book, but it
is not the sole prerogative of economists: A climatologist may indicate
areas of uncertainty regarding the extent and causes of global warming,
but can also usefully present likely scenarios given the current state of
our knowledge. A professor of medicine can likewise give an opinion
on the best way to treat a type of cancer or degenerative disease. Thus
academics must maintain a delicate balance between necessary humil-
ity and the determination to convince their interlocutors of both the
usefulness of the knowledge they have acquired and its limits. This is
not always easy, because others will find certainties easier to believe.

THE PITFALLS OF INVOLVEMENT IN SOCIETY

Academics who become involved in public and business life are
driven by the intrinsic motivation at the heart of their profession:
the advancement and communication of knowledge. But they also
respond to extrinsic motives: additional remuneration, or recognition
by a wider audience. These extrinsic motives are not a problem as long
as they do not change behavior within and outside academia — but
they do present a danger.

ADDITIONAL REMUNERATION

The first temptation is financial. This is something of a taboo subject,
including in countries (like France) where academic pay is much lower
than in some leading scientific countries like the US, the UK, or Swit-
zerland. It is customary to assert that academics do not choose to do
research for financial reasons. It is true that many of them could have
chosen a better-paid profession, but opted for a career as a researcher
because it appealed to them — but that does not mean that they do not
care about their salaries, or that they should have to sacrifice whatever
interests them intellectually to earn more. In practice, although some
researchers resign themselves to a university salary, the great majority
of those with international reputations supplement their incomes in
various ways, depending on their domain of research and their own
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preferences. These may include giving additional occasional or regular
courses; holding permanent positions in foreign universities; found-
ing start-ups; registering patents; consulting for private enterprises
and public organizations; taking partnerships in auditing or consult-
ing firms; writing textbooks or books aimed at the general reader;
having a private medical or legal practice; appearing as a witness in an
antitrust suit or before regulatory authorities; holding directorships;
receiving speaker fees for keynote talks at conferences; and so on.

Some people condemn the tolerance that universities have for
these practices. For the reasons I have given (and not just because I
take on some work outside my everyday university role) I do not agree.
These activities usually have social utility. Furthermore, in countries
where academic salaries are low, tolerance is the price the country has
to pay to keep many of its best researchers, who — unlike previous
generations — are entirely internationalized and completely mobile.

But it would be equally irresponsible to ignore the two dangers
of these extracurricular activities. First of all, they may reduce the
time spent on the primary goals of research and teaching. This dis-
traction does not seem to me to be a serious problem, as long as the
researchers face independent evaluations of their academic contribu-
tion. Researchers who neglect their research and teaching in favor of
external activities should not be treated on the same terms — salary,
teaching load, and more generally, working conditions — as their col-
leagues who remain faithful to their core mission. Similarly, the eval-
uation of teachers by students has always seemed fundamental to me,
despite its well-known shortcomings (good evaluations sometimes
reward crowd pleasers, while good professors whose opinions are not
very popular or who give tough grades get bad evaluations). Unfor-
tunately, those who oppose academics undertaking external activities
also often reject the principle of independent evaluation.

In my view, the greater danger lies in the “corruption” of academic
activity or the “capture” of researchers by their personal stake in other
activities. In particular, academics may be tempted to change the way
they talk about things to indulge the firms or administrations who
are paying them or providing their research budgets. I shall return to
this subject later.
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THE TEMPTATION OF THE MEDIA

Academics can also be tempted by the media, for good (knowledge
transfer) and bad (attention seeking) reasons. Seeing one’s name or
face in the newspaper or on television flatters the ego. At the same
time, in a democracy it is important for experts to communicate with
the public so that access to expertise is not confined to a small elite.
Many academics regularly appear in the media. Whether this is to
satisfy their egos or to serve the common good, once again the result
is more important than the motivation.

The media is not, however, a natural habitat for an academic. The dis-
tinctive characteristic of academics, their DNA, is doubt. Their research
is sustained by their uncertainty. The propensity for putting forward
arguments and counterarguments — as academics systematically do in
specialized articles, in a seminar, or in a lecture hall — is not easily tol-
erated by decision makers, who have to form an opinion rapidly. “Give
me a one-handed economist. All my economists say, ‘on the one hand

. on the other hand,” President Harry Truman is supposed to have
said in exasperation. But above all, academic reasoning is ill adapted
to the format of television or radio debates. Slogans, sound bites, and
clichés are easier to put across than a complex argument concerning the
multiple effects of a policy; even weak arguments are difficult to refute
without engaging in a long explanation. Being effective often means
acting like a politician: you offer a simple — or even simplistic — message,
and stick to it. Do not misunderstand me: academics should not try to
hide behind scientific uncertainty and doubt. As far as possible, they
must reach a judgment. To do that, they have to overcome their natural
instincts, put things in perspective, and convince themselves that, in
these circumstances, some things are more probable than others: “In
the present state of our knowledge, my best judgment leads me to rec-
ommend ...” They have to act like a doctor deciding which treatment is
best, even in the face of scientific uncertainty.

But that presents another hitch: since scientific knowledge is con-
stantly evolving, it is natural to change one’s mind. Yet intellectuals
participating in public debates often stick to their past positions to
avoid appearing to flip-flop. To be sure, this intellectual determination
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to stick to a position also occurs within academia, but an academic’s
research is constantly being questioned in seminars and conferences
around the world, and the need to publish in journals with anonym-
ous peer review (I shall return to this) opens conclusions to challenge.

Moreover, although remarks made in the media are widely
repeated in tweets and blogs, colleagues rarely comment on their sci-
entific merit and mostly engage in casual water cooler remarks about
their colleague’s celebrity. As with their external consulting activities,
unfortunately academics sometimes advance arguments in the media
that they would never dare to defend — or would rapidly correct — if
they made them in a seminar or a specialized journal.

Finally, appearing in the media exposes an academic to questions
on subjects on which he or she is not an expert, even if they fall
broadly within that academic’s field. (The propensity to offer com-
ment outside one’s own area of expertise is sometimes called “Nobel
Prize Syndrome™!) It is not easy to say, “I won’t give you an answer
because I have nothing to say about that.” So one has to strike a dif-
ficult balance: Should we go ahead and answer even if we are not
specialists on the subject, but simply have some knowledge picked up
from conversations with trustworthy academic colleagues or wider
reading? Or if we can simply rely on common sense?

Tue CaLr or PoLiTICS

For Plato, philosophers — caring little about the organization of the res
publica and not considered useful by ordinary mortals — were free, in
contrast to politicians, who were constantly absorbed by public life. In
this spirit, neither the UK nor the United States has a strong tradition
of intellectuals engaged in public life.” By contrast, there is a longstand-
ing tradition in France celebrating the politically engaged intellectual,
“Uintellectuel engagé.” ® 1 will not reproach all academics and intellectuals
who take political positions; many do so out of conviction. And many
do it well. Moreover, researchers may find neglected lines of research to
pursue as a direct result of this engagement. But my view — and this is
strictly a personal opinion — is that we should have three reservations
about the notion of the politically engaged intellectual.
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First, the academic with a political message is quickly pigeonholed

(“lefewing,”  “right-wing,” “Keynesian,” “neo-classical,” “liberal,”
“anti-liberal”) and the labels will be used to either support or discredit
what he or she says, as if the role of a researcher, in any discipline, was
not to create knowledge, disregarding preconceived ideas and labels.

The audience all too often forgets the substance of the argument,
instead judging the conclusion on the basis of their own political con-
victions. They will welcome the argument favorably or unfavorably
depending on whether the academic seems to be on their side or not.
In these circumstances, an academic’s participation in public debate
loses much of its social utility. It is already difficult enough to avoid
being drawn into politics. For example, when a question is about a
technical subject on which the government and the opposition dis-
agree, the academic’s every response will be quickly interpreted as a
political position. This can inadvertently drown out the message and
prevent it from contributing to an enlightened debate.

Second, by becoming politically engaged, intellectuals risk los-
ing their freedom of thought. An extreme but particularly striking
example is the way many left-wing intellectuals and artists remained
blind to, and then in denial of, obvious totalitarianism — particu-
larly in the Soviet, Maoist, and Cuban experiments. It was not that
these intellectuals endorsed the privation of freedoms, the genocides,
the economic and environmental chaos, or the repression of cultural
innovation — on the contrary, the products of totalitarianism repre-
sented everything they hated — but their political commitment had
deprived them of critical thinking. Of course, we can also find many
intellectuals who did not succumb to the sirens of “progress,” such
as Albert Camus and Raymond Aron in France, George Orwell in
the UK, and many well-known economists, but the moral equivoca-
tion of the intelligentsia in this tragic historical episode is nonetheless
striking. Few intellectuals today would adopt such extreme positions,
but the lesson stands: political engagement involves the risk of stick-
ing to an untenable position so as not to disappoint one’s allies or a
public audience.

Third, as in the case of the media, the relationship between the
scientific and the political is uncomfortable, even though many
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politicians show some intellectual curiosity. Academics’ and pol-
iticians’ time horizons differ, as do the constraints they face. The
researcher’s role is to analyze the world as it is and to propose new
ideas, freely, without the constraint of having to produce an imme-
diate result. Politics necessarily lives in the present, always under the
pressure of the next election. However, these very different time pres-
sures, in response to very different demands, cannot justify a visceral
mistrust of the political class.” Academics can help politicians make
decisions by providing them with tools for reflection, but cannot take
their place.

THE TrAP OF LABELS

Returning to the way we label researchers, economists, like any other
researchers, have to go where theories and facts take them, without
any intellectual constraints. In private, of course, they are ordinary
citizens, forging their own opinions and perhaps making political
commitments. But as soon as personal leanings (such as attachment
to a political cause or a school of economic thought) become public,
they may suggest that the researcher has sacrificed academic integrity
for a personal agenda, whether it involves the media, politics, ideology,
or money.

More insidiously, these labels cause economics to run the risk
of being perceived as a science with no consensus on key ques-
tions, meaning economists’ views can be safely ignored. This
overlooks the fact that, although their personal opinions may be
different, leading economists agree on many subjects — at the very
least on what must 7oz be done, even if they do not agree on what
should. This is just as well. If there were no majority opinion,
financing research in economics would be hard to justify, despite
the colossal importance of economic policies. However, research
and professional debate concern questions economists under-
stand less well — this is what is distinctive about research — and
that are therefore likely to inspire only limited consensus. And it
goes without saying that professional consensus can, and should,
develop as the discipline advances.
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A FEW SAFEGUARDS FOR AN ESSENTIAL RELATIONSHIP

There is no perfect way to regulate the interactions between research-
ers and society outside the academic milieu, but a few practices can
clarify researchers’ relationship to society without diminishing its
potential synergies.

InDIVIDUAL BEHAVIOR

As in any profession, the personal ethics of academics will affect their
behavior. Two basic rules might be:
1. debate ideas, never persons (no ad hominem arguments);
2. never say anything you are not prepared to defend before your
peers in a seminar or at a conference.

An ethical charter also helps remind researchers of certain basic
principles concerning the transparency of their data and the method-
ology they should follow, along with the duty to divulge potential con-
flicts of interest. It is obviously difficult to give a precise statement of
conflicts of interest because, as we have seen, they are so multifarious
and context dependent. Similarly, it is not easy to define a researcher’s
duty when the research is used by third parties who ignore the careful
caveats in the work: Where does the academic’s responsibility stop in
a case like this? In the end, ethical principles, whether they are stated
in a formal code of conduct or simply personal rules, are always frag-
ile, because they have to be observed in spirit, not just the necessarily
imperfect letter. Nonetheless, these ethical principles play an essential
role, and the profession should defend them vigorously.

INSTITUTIONAL PARTNERSHIPS

The partnerships formed between a group of researchers (in a labora-
tory or a university) and any private or public organization also have
to obey certain rules. The challenge for these research institutions is to
preserve complete freedom for their researchers — even at the risk that
the external partner will not renew its funding — while at the same
time responding to the legitimate demand that research financed
in this way must have some bearing on the funders’ interests. The
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world’s greatest universities all face this challenge and have responded
to it in a way that is mostly satisfactory, offering their researchers
extraordinary intellectual freedom. This too is a complicated question,
and there are several possible models.

Here I will limit myself to sketching a few ideas, rather than
claiming to cover the subject definitively or pretending that these
safeguards apply to all academic environments. There are at least six
foundations of intellectual independence: agreement regarding the
objective of the contract and its terms and conditions; a long-term
perspective; a diversity of partnerships; the right to publish freely;
validation of the research by the best international journals; and inde-
pendent governance.

Being clear about these principles before signing a research con-
tract helps select appropriate partners — those who accept the con-
ditions are, by definition, prepared to play by the rules. A long-term
arrangement that accommodates the speed at which research can be
done encourages independence, which is a guarantee of credibility:
over the medium and long run, authors of reports seeking to support
special interests are often discredited. Having a number of contracts
with different partners is also a guarantee of independence, because
it makes it easier to resist any pressure to take a particular position.
If you are dependent on just a few, it is harder to resist this type of
pressure.

The need for researchers’ right to publish freely is obvious. What’s
more, it is important to insist that the work will be validated by the
best international professional journals, a process perhaps unfamiliar
to nonacademics. “Peer-reviewed” professional journals allow others
in the field to evaluate the work: An article submitted to a journal is
sent to several specialists for review. These referees write an evaluation
for the editor of the journal, who sends their (anonymized) reports to
the author along with a decision regarding publication. Anonymity
is crucial: if the author knew the identity of the referees, the referees
might pull their punches.

In the great majority of academic fields, professional journals are
ranked by their quality.® In economics, for example, the five “gener-
alist” journals most widely read by the academic community? are the
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most selective in choosing which articles to publish (the acceptance
rate for articles ranges from 5 to 10 percent); the articles they publish
are also the ones most often cited. Then come the best specialized
(or “field”) journals, and so on. They all use referees from around the
world.

For one thing, validation by international professional journals
reminds researchers of an important goal in partnering with private
or public organizations: the pursuit of pioneering research on new
problems. Furthermore, whereas financial considerations, media
appeal, politics, or simply friendship may lead academics to advance
arguments they would never dare defend — or would immediately
retract — if they were among academics, the requirement to publish in
the best professional journals is a test: if the theory or the collection
and processing of data is biased in favor of the organization financing
the research, the journal’s reviewers may spot it. The obligation to
publish acts as a form of long-term intellectual discipline.

Finally, it is important to create an external supervisory authority
in some form to intervene if the reputation of the institution is in dan-
ger of being tarnished by short-term considerations. This should con-
sist of an independent board of directors or trustees (an institution’s
academics cannot sit in verdict on themselves) and entirely external
scientific councils and advisory committees playing a complementary
role to that of the peer review process, evaluating the institution’s aca-
demic integrity and reporting to the board of directors.

FROM THEORY TO ECONOMIC POLICY

I would like to conclude this chapter with a few remarks (which are
personal and no doubt a little idiosyncratic) concerning the way ideas
help to inform public policy.

Keynes described economists’ influence this way: “Practical men,
who believe themselves to be quite exempt from any intellectual influ-
ences, are usually the slaves of some defunct economist.”'® This grim
view is not entirely out of step with reality. Whatever area of econom-
ics they pursue, there are two ways in which researchers can influ-
ence debate on economic policy and the choices made by businesses
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(there is no single good model, and we all act in accordance with our
own temperament). The first is by getting involved themselves. Some,
overflowing with energy, succeed in doing so, but it is rare that a
researcher can continue to do extensive research and be very active in
public debate at the same time.

The second way is indirect: economists employed by international
organizations, government ministries, or businesses, read the work
of academics and put it to use. Sometimes this work is a technical
research article published in a professional journal; sometimes it is a
version written for the general public.

The technical nature of microeconomic debates over competi-
tion policy, the prudential regulation of banks, or the regulation of
network industries (telephone, railroad, electricity, or postal service)
need not be an obstacle to economic decisions being based on this
research. In fact, decision-making power in these areas has often been
entrusted to independent authorities (a competition authority, central
bank, or sectorial regulator, for example). These authorities are much
less politically constrained than ministers in their choices, and they
can more easily incorporate technical and economic knowledge into
their decisions. The journey from idea to action has accelerated since
Keynes made his observation.
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The Everyday Life of a Researcher

The world of economic research is not well known to the public. What
could academic economists possibly do with their time when they
are not teaching students? How does the creation of knowledge in
economics happen? How is economic research evaluated? Research
in economics has been much criticized in recent years. Some of these
criticisms are justified and others are not, but all have raised important
questions: Is economics a science? Is it too abstract, too theoretical,
too mathematical? Do economists have a distinct way of seeing the
world compared to other social sciences? Is the discipline too domin-
ated by orthodoxy and by the English-speaking world?

This chapter and the following one try to answer these questions. I
begin by describing what researchers do on a typical day, the process
of modeling, and empirical validation in economics. Next, I describe
the strengths and weaknesses of the process of evaluating research.
Then I examine economists’ cognitive characteristics: Are they differ-
ent from specialists in other disciplines? Are they “foxes” or “hedge-
hogs,” to adopt the distinction introduced by philosopher Isaiah
Berlin (foxes know many things, hedgehogs know one big thing)? I
discuss the use of mathematics. Finally, I describe two tools that have
revolutionized the discipline over the past forty years: game theory
and information theory. I end with a discussion of the importance of
methodological innovations.

THE INTERPLAY BETWEEN THEORY
AND EMPIRICAL EVIDENCE

As with most academic disciplines, research in economics requires a
combination of theory and empirical evidence. Theory provides the
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conceptual framework. It is also the key to understanding the data.
Without a theory — that is, without a system of interpretation — data is
no more than some interesting observations, implying no conclusions
for economic policy. Conversely, a theory is enriched by empirical
evidence that may invalidate its hypotheses or conclusions, and thus
can improve or overturn it.

Like all academics, economists learn by groping their way forward
by trial and error. They adhere to the method of the philosopher Karl
Popper, who argued that all sciences are founded on (imperfect) obser-
vations of the world, and that the scientific method consists in deducing
general laws from these observations, corroborated by further testing.
This process of constantly shuttling back and forth between theory and
empirical evidence never produces certainty, but it gradually increases
our understanding of the phenomena under study.

At the time of Adam Smith, economic theory was descriptive, but
it has been gradually mathematicized. Historically, theory has played
a very important role in the development of the discipline of eco-
nomics. To mention only a few names that will be familiar to readers,
Kenneth Arrow, Milton Friedman, Paul Krugman, Paul Samuelson,
Amartya Sen, Robert Solow, and Joseph Stiglitz have built their
careers on their theoretical insights, as have (at least in part) many
economists who became well known to the public as central bankers
(e.g., Ben Bernanke, Stanley Fischer, Mervyn King, Raghuram Rajan,
and Janet Yellen), as Treasury secretary (e.g., Larry Summers), as chief
economists of multilateral organizations (e.g., Olivier Blanchard, who
was an influential economic counsellor and director of the Research
Department at the International Monetary Fund from 2008 through
2015), or as heads of the Council of Economic Advisors. Let us note
that the great majority of the names I've just mentioned are macroe-
conomists (who analyze the behavior of the economy in the aggregate
rather than individual markets or organizations). Media attention has
tended to focus on only a few areas of the discipline, despite the fact
that microeconomists have had no less of an influence on policy, for
example competition policy and regulation, through their academic
writings, in their capacity of chief antitrust enforcer or chief econo-
mist in agencies,’ or as government advisers on various policy issues
(such as Sir Nick Stern on climate change).
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For several decades, empirical data has rightly played an increas-
ingly important role in economics. There are many reasons for this:
the improvement of the statistical techniques applied to econometrics,
the development of techniques such as randomized controlled trials
like those used in medicine, and a systematic use of experiments in the
laboratory and in the field. These approaches were at one time quite
rare, but they are now used widely in top universities. Finally, new
technology has made possible the rapid and widespread dissemina-
tion of databases, helped analyze data using efficient and inexpensive
software programs, and provided greater computing power. Today,
Big Data is enriching the empiricist’s toolbox.

Many nonspecialists view economics as essentially a theoretical sci-
ence, and do not appreciate how far this is from the truth. Although
theory continues to play a crucial role in the development of public
policies, from competition law to monetary policy and financial reg-
ulation, policy takes data into account much more than it used to;
in truth, a large part of current research is empirical. As early as the
1990s, most of the articles published in the American Economic Review,
one of the five most influential journals in the profession, were already
empirical or applied.? That is unquestionably still the case today. Most
of the rising stars at prestigious American universities have turned to
applied work, though without abandoning theory.”

At heart, modeling in economics is rather like modeling in engi-
neering. Economists start with a real-world problem, whether it is
well recognized or a new question posed by a public or private deci-
sion maker. They then identify the substantive core of the problem in
order to focus on the essentials. The theoretical model is said to be ad
hoc: it is never an exact representation of the truth, but a simplifica-
tion, and its conclusions can never explain reality as a whole. There is
always a trade-off between a theoretical model describing behavior in
a detailed and realistic way, and the much greater difficulty of analyz-
ing such a model in more general terms.

An analogy with some familiar concepts from physics might be
useful at this point. The Newtonian theory of gravitation and the
theory of ideal gases are founded on hypotheses that we now know
to be false.* These theories have, however, proved to be important in
two ways: first, later theories (such as the theory of relativity) would
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probably never have been formulated without them. The simplicity of
the theories made them easier to understand and so made it possible
to move on to the next stage. Second, Newton’s laws and the theory of
ideal gases have been excellent approximations in many environments
(low velocities in the case of Newton’s laws, and low pressures in the
case of the theory of ideal gases), and thus have direct applications.
In most sciences, especially the social sciences, approximations have
proved to be much less precise than those derived from these examples
from physics, but their usefulness is undeniable.

I do not pretend to compare the precision of predictions in the
social and human sciences with those of Newtonian theory. In some
ways, the human and social sciences are more complex than either
the natural or life sciences. Some people argue that the social sciences
are too complex to be modeled at all. Human beings are governed by
many motivations, some of them dependent on their environment.
They make mistakes, and their emotions influence them to behave in
ways that others would consider irrational. The social sciences are at
the heart of the organization of our society, however, and so we must
try to make progress in them. Fortunately for researchers in the social
sciences (whose work would otherwise be hard to justify), patterns of
individual and collective behavior can be observed.

An Example

Without going into the details of the analysis to follow in chapter 8,
we can take global warming as an example. Climatologists observe
that we have only a small “carbon budget,” that is, the volume of
greenhouse gases (GHG) that we can still emit before we reach the
maximum threshold of a 1.5 or 2.0 degree Celsius increase in global
surface temperature. Economists rely on this consensus among clima-
tologists, and take it as their point of departure. Their challenge is to
describe the policies that will allow us, at a reasonable cost, to remain
below this threshold. To do this they have to model the behavior
of the agents emitting GHGs: businesses, government agencies, and
households. To make a start, they assume — and this is a hypothesis
— that these will all make a rational choice: if the cost of avoiding
pollution is higher than the cost they are made to pay for emitting
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pollutants, they will choose to pollute, otherwise they will abate; in
other words, they will act in their material self-interest.

The next step in modeling behavior is a normative analysis of regu-
lation. Economists ask what arrangement might produce the result the
regulator would favor. Once again, we adopt a simple, even simplistic,
hypothesis to get a sense of what is going on. The assumed aim is to
limit the cost of implementing the environmental policy. Otherwise
the policy would decrease the purchasing power of consumers, make
businesses less competitive, and reduce employment — and would also
increase the fervor and persuasiveness of lobbyists who oppose this
type of environmental policy.

If regulators knew enough about each business, they could adopt an
“administrative” approach and simply order the firm to cease polluting
every time the cost of not polluting dropped below a specific level. If this
approach were adopted, this level would have to be set to keep the global
temperature increase below the maximum threshold. However, regula-
tors are unlikely to have enough information to take this approach. In
this case, the economic analysis shows that it is better for society to trust
the firm to make the decision, making it responsible for its pollution by
requiring it either to pay a carbon tax or to purchase negotiable emission
permits.’ This analysis goes back to the work of the British economist
Arthur Cecil Pigou, first published in 1920; it leads to straightforward
economic policy recommendations that have greatly contributed to the

success of environmental policy in the past thirty years.

But, of course, this is only an initial approximation. The actors
do not behave exactly as we have described. They do not always have
the information to allow them to make good economic decisions (for
example, about the level of the carbon tax that a polluting business
will have to pay twenty years from now). They may also not always
maximize their economic profits. The actors might have a genuine
environmental conscience, or they might want to behave virtuously
in the eyes of their neighbors or colleagues. A company may wish to
behave in a more socially responsible way.®

A deeper analysis thus involves consideration of economic agents’
social preferences and the imperfect nature of their information.
Then numerous other relevant factors, such as the credibility of the
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state’s commitment, the uncertainty of the science of climatology,
innovation, negotiations between states, geopolitics, and so on come
into play. Enriching the analysis also involves testing the underlying
hypotheses. For example, the recommendation that an economic
instrument like a carbon tax or negotiable emission rights should be
used rather than the case-by-case administrative approach is based
on the hypothesis that regulators lack enough information (or else
that a case-by-case approach might lead unscrupulous regulators to
grant special privileges to their friends or to powerful pressure groups).
Although this seems justified anecdotally, it is also only a hypothesis.
We can either study it directly or verify it indirectly by studying its
consequences. Economists have conducted empirical studies showing
that, depending on the type of pollutant, the use of an administrative
approach increases the cost of an ecological policy by between 50 and
200 percent. This confirms our intuition that regulators have incom-
plete information about the best ways to reduce pollution.

THEORETICAL FORMULATION

To get back to the general issue of economic modeling, a lot of the dif-
ficulty of the exercise lies in defining its scope. Since it is not feasible
to take everything into consideration, we have to distinguish between
what is important and what is merely anecdotal (and can therefore
be safely ignored). Researchers’ experience and their discussions with
practitioners prove very useful at this stage, even if — once the prob-
lem has been better understood and, if possible, explored empirically
— it is ultimately necessary to return to the initial assumptions. Any
model will therefore be at best a metaphor for (and at worst a carica-
ture of) reality.

The economist’s construction of a model, whether it is a model
of the internal organization of a firm, competition in a market, or
a macroeconomic mechanism, needs a description of the decision
makers’ goals as well as hypotheses about their behavior. For example,
we can assume, as a first approximation, that capitalist enterprises
seek to maximize their profits to satisfy their shareholders; this calcu-
lation is, of course, intertemporal.” It is often in the long-term interest
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of the firm to sacrifice short-term gains — for example, by respecting
the interests of employees, suppliers, or customers and by spending on
equipment or maintenance — in order to reap profits in the long term.
If necessary, we can refine our simplistic hypothesis of profit maximi-
zation with an enormous body of knowledge about the governance
of businesses and the effects of the incentives offered to CEOs and
boards of directors. In this way, we can understand and incorporate
behavior that is distinct from the analytical framework of maximiza-
tion of profit — for example the emphasis that business leaders may in
reality put on short-term profits to the detriment of long-term profits.

So far as behavior is concerned, remember that our initial assump-
tion was that decision makers act in a rational manner — i.e., in their
best interests as assumed — given the limited information available to
them. Once again, we can refine this basic analysis thanks to recent
research into behavior that exhibits limited or bounded rational-
ity. Finally, we need to model the way in which multiple actors, for
example competitors in a market, interact. For this, game theory is
useful (I shall return to this).

This pared-down, even simplistic, model allows us on the one hand
to predict what will happen in a market or the economy as a whole
and, on the other hand, to formulate recommendations for private or
public decision makers — in other words, for economic policy making.
More than other social sciences, economics claims to be normative;
it aspires to “change the world.” Analyzing individual and collective
behavior and finding certain patterns in it is important; but the ulti-
mate goal is economic policy.

Thus, economics compares the costs and benefits of alternative
policies. It could stop at selecting the solution that gives society the
greatest net benefit (the benefits less the costs). This would be the right
approach if it might be possible to compensate through transfers those
who would lose out from the policy. In the absence of such transfers,
the analysis is more complex, because public decision makers must
then weigh the well-being of different actors, deciding which ones
they want to prioritize.

Although they are pared down and simplistic, these models can
nevertheless be quite complicated to analyze. Criticism is easy, but
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the art of modeling is difficult — and criticism of a model is not very
useful if there is no viable alternative. Consequently, although debates
in seminar rooms and lecture halls may be lively, although reviews
by anonymous referees in international professional journals are
often unsparing, and although the academic community agrees that
questioning theories is essential, criticism is only truly useful if it is
constructive.

The economist’s approach is that of “methodological individu-
alism,” according to which collective phenomena are the result of
individual behavior and in their turn affect individuals’ behavior.
Methodological individualism is fully compatible with (and per-
haps even indispensable to) the comprehension and subtle analysis
of group phenomena. Economic agents react to incentives, some of
which derive from the social groups to which they belong: they are
influenced by social norms; they yield to conformism and fashions,
construct multiple identities, behave gregariously, are influenced by
the individuals with whom they are directly or indirectly connected
in social networks, and tend to think like just other members of their
communities.®

EmpiricaL TEsTS

Once a theory has been formulated and its implications understood,
we need to test the robustness of the results against the initial hypoth-
eses and, as far as possible, test the model’s hypotheses and predictions.
We can imagine two kinds of tests (three, if we include the “common
sense test”). If past data are available in large quantities and are of
sufficient quality, we can subject the model’s predictions to econo-
metric tests. Econometrics is the application of statistics to economics
and more generally to the social sciences; it determines the degree of
confidence we can have in the relationship between several variables.
But maybe the data are insufficient or the world has changed so

much that past data are not a reliable guide to the present. For example,
when governments decided in the 1990s to put radio spectrum fre-
quencies up for auction (rather than allotting them free of charge, as

they had often done in the past), they had to proceed in two stages.
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From a theoretical point of view, they had to decide how best to sell
the spectrum over several geographical zones, knowing that telecom
companies might be more interested in one segment of spectrum if
they also had contiguous segments. Furthermore, once the govern-
ment had decided on an auction, they had to determine whether the
businesses really understood the mechanism for the sale — and also
whether the economists designing the auction had overlooked details
that could become important when it was implemented. (Had they,
for example, accounted for the possibility that buyers might try to
manipulate the auction mechanism?) For these reasons, both econ-
omists and governments conducted experiments to check the theory
before putting the radio spectrum up for sale. The auctions have since
brought in a great deal of money for public treasuries (sixty billion
dollars in the United States alone since 1994).

There are two alternatives to standard econometrics: experiments
in the field and experiments in the laboratory. In a field experiment, a
sample of individuals may be, for example, subjected to a “treatment”
in an environment distinct from that of a “control” sample, to analyze
differences in behavior and consequences as a result. Experimentation
using random sampling’ is a well-trodden procedure in physics, the
social sciences, marketing, and medicine (in the latter case, for clin-
ical trials of drugs and vaccines). Let us recall, for instance, that in
1882, Pasteur had randomly divided a group of fifty sheep into two
subgroups — one vaccinated, the other not — and had them all injected
with anthrax to test a vaccine.

Sometimes the sample is naturally divided into two parts; then we
speak of a “natural experiment” — for example, two identical twins
who have been separated at birth and brought up in different families.
A social scientist can then try to distinguish innate characteristics
from those acquired from the social environment. Another example is
when a person’s fate is determined not by their choices, which depend
on individual characteristics or circumstances, but by a lottery (for
example, admitting pupils to school or assigning conscripts to their
units). "

Economists have developed and deployed a methodology for “ran-
domized control trials” (RCTs), using control and treatment groups
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to study, for instance, the impact of new electricity tariffs, new forms
of health insurance, or support for the unemployed. This approach
has come to play a particularly important role in development eco-
nomics.'" A famous example of this approach is the Progresa program,
which was set up in Mexico in 1997 to fight poverty. It gives money
to mothers on the condition that they allow medical supervision of
their family, that their children attend school regularly, and that they
promise to devote part of the family’s budget to food. This program
was evaluated using an RCT.

Similarly, the situation captured in a theoretical model can be
recreated in the laboratory by having subjects (students, lay persons,
professionals) act it out and observing what happens. This method
of laboratory experimentation won a Nobel Prize in 2002 for psy-
chologist Daniel Kahneman and economist Vernon Smith. A famous
experiment conducted by Vernon Smith analyzed markets such as
those for government bonds or commodities. It divided the partic-
ipants into two equal categories: sellers (with one unit to sell) and
buyers (who could buy one unit). Actors who did not exchange any-
thing received nothing except the initial sum they were paid for tak-
ing part in the experiment. Gains other participants could make from
exchange above this initial sum were set by the experimenter (and
also varied from group to group — they were determined by drawing
lots). For example, a buyer might gain 10 — p, where p was the price he
paid and 10 represented his willingness to pay (that is, the maximum
he was prepared to pay to go ahead with the transaction). Similarly,
a seller might be allocated a cost of 4, so that he would emerge from
the experiment with a gain of p — 4 if he sold at the price p. The
theoretical outcome is a price p* such that the number of sellers with
costs lower than p* is equal to the number of buyers willing to pay
more than p* The market is then said to be in equilibrium. But what
happens when the sellers and buyers know only their own valuations
(cost or willingness to pay) and have to make offers to buy and sell?
The details make some difference, but the classic result obtained by
Vernon Smith was that prices and quantities exchanged do indeed
converge toward the theoretical competitive equilibrium when there
are enough buyers and sellers.” Finally, many lab experiments seek
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to measure the effectiveness of public policies or business strategies,
while others seek to test whether real-world behaviors conform to
those that are predicted by economic theory: For example, do the
bidders really understand what strategy they should adopt in different
auction mechanisms? "

Laboratory experiments — which are also randomized — can more
easily be replicated and allow us greater control over the agents’ envir-
onment than an experiment conducted in the field. They are like the
tests engineers conduct in wind tunnels. The drawback is that the
environment is more artificial than in a field experiment.

Experiments conducted both in laboratories and in the field are
not just used in economics and psychology, but also in other human
and social sciences, notably political science, where they are helping
to improve the understanding of executive decision making.

Is EconomIcs A SCIENCE?

The field of economics is scientific in the following sense. ' Its hypoth-
eses are explicit, meaning they are open to criticism, and its conclu-
sions and their scope follow from logical reasoning, the application
of the deductive method. These conclusions can then be tested using
the tools of statistics. On the other hand, economics is not an exact
science, as its predictions are far from having the precision of, for
example, those of celestial mechanics. Like seismologists studying
earthquakes or physicians worrying about the possibility of a patient
having a heart attack, economists who try to predict a banking or
exchange-rate crisis are more comfortable identifying factors that
might lead to this event than they are trying to specify the date it
will happen — or even whether it will happen at all. I will return
on several occasions to the question of prediction, but it is useful
to emphasize here that there are two obstacles to predictability. The
first is common to most of science: a lack of data or a partial compre-
hension of the phenomenon. For example, economists can have only
partial knowledge of a bank’s true balance sheet or of the banking
regulator’s competence and true objectives; they can understand that
mutual exposures among banks and other financial institutions may
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give rise to a domino effect and a systemic crisis following the failure
of one of them without really grasping the complex dynamics that
would propagate such a crisis.

The second obstacle to predictability is specific to the social and
human sciences. In certain circumstances, even if they have all the
relevant information and understand the situation perfectly, econo-
mists can still find prediction difficult. The fact that my choices will
depend on your choices creates “strategic uncertainty” — that is, a
difficulty in predicting how each will behave — for an observer. This
is the world of “self-fulfilling prophecies” and “multiple equilibria,”
of which there will be more examples later in this book,® and which
can produce a run on a bank or an attack on a currency. For now, we
should note that a recurrent theme in economic policy is that citizens
may wish to coordinate their choices and form pressure groups to
influence political decision making. If I, acting alone, were to decide
to build my house near an airport, that would not be enough to pre-
vent a future expansion of the airport, so I would have no interest in
building there. If, on the other hand, many people built homes near
the airport, a powerful lobby would be able to prevent its expansion,
and so I now would have an incentive to build my house there. Pre-
dicting collective behavior thus requires us to understand how people
will find ways to coordinate.

THE MICROCOSM OF ACADEMIC ECONOMICS

THE VALIDATION AND CHALLENGING OF KNOWLEDGE

As in all scientific disciplines, research is a process of cocreation
through debates with colleagues, at seminars and conferences, and in
publications. These debates are intense. Indeed, the essence of research
is to focus on the phenomena that are not well understood, and about
which divergences of opinion are likely to be sharpest. The dominant
trends in research change according to how solid the theories are and
whether there is evidence to support them. Thus, behavioral eco-
nomics was a relatively unknown field twenty-five or thirty years ago.
Some research centers, such as those at Cal Tech or Carnegie Mellon,
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made a smart bet on this neglected area, and since then behavioral
economics has become part of the mainstream. The great universities
have experimental laboratories in this discipline and researchers who
devote themselves to it.

Macroeconomics offers another example of the debate and evo-
lution of knowledge in economics.'® Until the mid-1970s, this field
was completely dominated by Keynesian theory. Was this a sign that
economics was monolithic? No, because in some American universi-
ties, mainly in the Midwest, a movement emerged to challenge it.” A
minority questioned both the empirical scope of existing theories and
their very foundations. For example, according to Keynesian theory,
an increase in government spending financed by printing new money
raises the demand for labor and reduces unemployment. Firms must
compete for workers by raising nominal wages. Higher wage costs are
passed through to consumers in the form of higher prices, i.e., infla-
tion. This inverse relationship between the rates of unemployment
and of inflation within an economy is called the Phillips curve. The
stimulus and the concomitant surprise surge in inflation thus lowers
real salaries and raises employment in an economy with unemploy-
ment and rigidity in nominal salaries (that is, salaries not indexed to
the cost of living); it also gives borrowers a shot in the arm by dimin-
ishing their real-terms indebtedness, as their debt is usually expressed
in nominal terms. It is not hard to appreciate, however, that the sys-
tematic creation of inflation would not fool consumers, creditors, or
employees for long. They would adapt: either savers would hold fewer
assets that are not indexed to inflation, or else they would ask for
much higher rates of interest. Similarly, employees would demand
that their salaries be indexed to inflation (this was, in reality, a tough
nut to crack for many governments around the world). Nor in the
1970s did the facts seem to justify Keynesian theory, because of stag-
flation (the combination of sluggish growth and high inflation).

Relatedly, an old-style Keynesian would assume that expectations
were entirely adaptive or “backward looking”: economic agents would
extrapolate the trends observed in the past, but their expectations
were not “forward looking.” But consider the case of a financial bub-
ble, that is, an asset that is overvalued with respect to its fundamental
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value." Someone choosing to buy an overvalued asset will do so only
if they intend to resell it, and think they can get the timing right.
Therefore they must ask themselves whether other agents will remain
invested in this asset in the future and for how long. Similarly, asset
managers who have to choose the maturity (what is called the dura-
tion) of a bond portfolio, or who have to decide whether to hedge
against fluctuations in interest rates, have to anticipate the way in
which the central bank will react to the state of the economy. Or again,
a company that decides to invest abroad or repatriate its revenues has
to consider the factors that will cause exchange rates to evolve in the
short and long run. The absence of a role for forward-looking expec-
tations in Keynesian theory was paradoxical because Keynes himself
evoked the “animal spirits” that he argued reflected optimistic expec-
tations liable to destabilize the economy.

Economists challenging the Keynesian consensus refined the
models, making them more dynamic, and also developed time series
econometrics, statistical tools tailored to macroeconomic data. These
economists became dominant in their turn. But their models also had
their limits: many of these “neo-Keynesian” macroeconomic models
suffered from the quasi-absence of a financial system (a remarkable
omission, as macroeconomics had always emphasized the mechanism
of monetary transmission by the banking and financial system) and
paid little attention to financial bubbles or to the problems of a short-
age of liquidity in the economy.

Today, whether they are Keynesians or not, macroeconomists are
working to improve their models by trying to synthesize the points of
view of the different schools, so as to improve our understanding of
macroeconomic management.

THE EvaALuAaTION OF RESEARCH

How research is evaluated can determine the allocation of funds
among researchers, laboratories, or universities, can indicate whether
a research group is functioning well or not, and can help students
make choices. How should we evaluate the quality of research in eco-
nomics and other scientific disciplines? There are, put simply, two
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approaches to this problem. One approach, roughly, is based on stat-
istics, the other on peer review.

The general public knows about the statistical approach through
the Academic Ranking of World Universities (ARWU), better known
as the Shanghai Ranking. Every year, universities all over the world
feverishly wait to see how the team at Jiao Tong University has rated
them. But is this classification an appropriate way to rank universi-
ties globally? The Shanghai Ranking has its defects. For example, in
measuring productivity, it does not properly take into account the
quality of the scientific journals in which scholarly articles are pub-
lished. In addition, the ranking favors universities that have a Nobel
laureate or Fields Medal winner among their alumni; but what do
these dignitaries contribute to a university if they are not present on
its campus or no longer do research and advise students?

What, then, are the criteria and the types of analyses that a good
measure ought to include? First of all, there must be rankings for
each discipline, which is the level most relevant for students choosing
a university, or for university presidents seeking to steer their institu-
tions. The Shanghai Ranking breaks down its ranking by discipline
to some extent, but not enough. On the other hand, students who
have not yet chosen a subject need a ranking at the university level so
they can compare alternative institutions. Thus, we need worldwide
rankings by both discipline and by university.

Measuring the productivity of researchers is a complex task. One
way to measure a researcher’s academic productivity is by number of
publications. But publications are not all equal; publication in a medi-
ocre journal is not equivalent to publication in Nature or Science. To
reflect the differing quality of academic journals, the best approach
is to weight the number of publications by the quality of the journals
(itself measured either by the journal’s influence or impact factor —
this is calculated by an algorithm based on citations, similar to the
one Google uses for search results — or by committees of experts). The
best rankings also give less credit to a researcher whose published
article was written in collaboration with many others. But the limita-
tions of this exercise are clear. The journal is a sign of quality, but art-
icles of greatly differing importance may appear in the same journal.
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Furthermore, the number of published articles, even when weighted
by the quality of the journal, is anyway only an approximate measure
of the significance of the research. Gérard Debreu, an American of
French origin who won the Nobel Prize in 1983, was not very “pro-
ductive,” but the articles he produced every three to five years were
very influential.

The second approach to measuring research productivity counts
citations, and may also weight the citations according to the impor-
tance of the source (once again, measured by citations of the person
doing the citing — a problem that mathematicians will recognize
as being a fixed-point problem). By this measure, Maurice Allais,
the last great non—English speaking economist writing in his native
language and the first French winner of the Nobel Prize in eco-
nomics (1987), would not have looked so good. More importantly,
some fields are more often cited than others, and citations in them-
selves are not a measure of quality: controversial or media-friendly
subjects are more often cited than others. To take an extreme case,
Holocaust-denying historians will be frequently commented upon
and therefore often cited, but that does not mean that they are great
scholars! Surveys of the literature on a subject, and books synthe-
sizing research done by other scholars — though very useful because
they allow a nonspecialist to quickly gain familiarity — are natu-
rally often cited, but usually do not represent notable advances in
knowledge. Finally, citations appear only after some delay. This can
disadvantage young researchers.

So rankings have many defects on which I shall not dwell fur-
ther. And yet, even though I am one of the harshest critics of these
rankings, I would vigorously defend their use. Is that a paradox?
Not really: in a country like the United States, where the govern-
ance of universities and funding agencies is entirely focused on excel-
lence, the use of these objective measures remains limited (though
it is has increased). In contrast, the measures are an indispensable
tool for identifying centers of excellence in many European coun-
tries. For instance, unlike its principal competitors in research and
innovation, France does not have the culture of academic evaluation
that could expose the significant differences in creativity between



96 CHAPTERFOUR

French research groups or between those groups and the best institu-
tions globally. Therefore it is often difficult for students and decision
makers to identify the most innovative and internationally high-pro-
file French research institutions. Rankings are important when there
is a shortage of other relevant information.

This leads me to peer evaluation and the good governance of aca-
demic research. Well-managed funding agencies distribute research
budgets on a competitive basis through independent panels composed
of the best experts. The European Research Council (ERC) does this
in Europe, for example, and in the United States it is the National
Science Foundation and the National Institutes of Health. But to
do so, they must persuade the best people, who are always much in
demand elsewhere, to undertake the evaluation. To be truly effective,
this approach requires a procedure that is not too time consuming,
plus a guarantee that decisions made by the peer reviewers will be
implemented by the funding agency.

Peer evaluation is also crucial in the process of appointing profes-
sors. In the countries on the research frontier, professors are increas-
ingly often recruited in the following way: First, the department
discusses potential recruits, both internal and external, whether the
academics concerned have applied or not. The department professors
have (in principle) read the candidates’ key articles. A vigorous (and
confidential) debate about the candidates’ relative merits ensues. And
then — this is the essential point — the administration acts as a “quality
champion.” Appointments to every permanent (i.c., tenured) position
are subjected to more than a dozen comparative evaluations by experts
outside the university, which are analyzed by the university’s president,
provost, or relevant dean. External referees are asked to compare the
quality of the preferred candidate with a list of researchers working
elsewhere in the same area. This allows the president, provost, or dean,
who may not be specialists in the discipline, to find out more. Thus
the idea is to reduce the asymmetry of information between the uni-
versity’s administration and the department, and thus to check the
quality of the recruits the department has proposed. Other countries,
especially those not at the research frontier, would do well to adopt
similarly rigorous academic governance.
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WEAKNESSES AND ABUSES OF ACADEMIC EVALUATION

The process by which peers read and assess one another’s articles is at
the heart of academic evaluation. Academic articles are submitted to
the editors of a journal. Other scholars review them anonymously to
decide if they are suitable for publication. On the basis of the review-
ers’ reports, as well as their own conclusions, the journal editors
decide whether to accept the article (usually after some requests for
improvements) or to reject it. Careful evaluation of articles is essential
if the research community is to function properly, and for the accu-
mulation of scientific knowledge: researchers cannot possibly read the
thousands of articles that are written in their field or even subfield
each year, let alone go through them in any great detail. Academic
journals have the task of verifying the quality of an article’s data and
the integrity of its statistical analysis, the logical coherence and inter-
est of its theory, and the extent to which the article contributes some-
thing new to the field.

We should not, however, be naive or take an overly utopian view of
this process. The system has its weaknesses. One is the herd behavior
of researchers, which means that one subject may hog the attention
of the scientific community while equally important subjects are neg-
lected. Another is the bias toward publishing work with “impact.”
Thus an empirical study carefully replicating an already published
result has less chance of attracting the attention of the academic com-
munity, and therefore the interest of a journal editor, than the ini-
tial experiment, especially if it produced a surprising result. Another
issue is the lack of replication of some empirical results — when other
researchers cannot reproduce the conclusions of earlier studies, even
well-known ones, when they try.?* Sometimes reviewers simply “free
ride.” Although they are supposed to spend time evaluating other
people’s research and thus contributing to the common good, they
may fail to reflect in sufhicient depth on the quality, originality, and
relevance of the contribution.

Finally, of course, in all academic fields there are inevitably cases
of straightforward fraud. Usually these involve fabricated data or,
exceptionally, hacking the website of an academic journal to change
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the referees’ reports. Sometimes in the case of journals that make the
mistake of asking the author to suggest reviewers, it involves false
e-mail addresses directing requests for reviews to a friend, rather than
to the intended reviewer!

In my opinion, the only solution to these problems is to be aware
of them and try to limit them as much as possible. Recently there has
been increased transparency in some respects, requiring that data be
made public and possible conflicts of interest be stated. It is tempting
to say that, like democracy, the system of peer review is the worst
system except for all the others. Internal evaluation, one of these alter-
native systems, tends to be captured by the institutions’ corporate
interest, and so external evaluation and peer review have become the
cornerstones of academic assessment.

A RELATIVE CONSENSUS AND AMERICAN
DominaTiON OF EcoNnoMICs

A common criticism of economics concerns the relatively high degree
of consensus among economists, something that tends to astonish other
social scientists. There are, of course, different sensibilities — to take
only one example, economics at MIT is traditionally more liberal and
Keynesian than it is at the University of Chicago, whose economics
department is more conservative and monetarist. There is, neverthe-
less, a consensus about the way research should be conducted. As Paul
Samuelson, the figurehead of MIT economics, explained, there wasn’t
a hair’s breadth of difference between him and his counterpart at Chi-
cago, Milton Friedman, concerning what constituted good research.
They both agreed that a quantitative approach was essential (formal
theories and empirical tests of these theories), agreed on the importance
of analyzing causality, and emphasized the normative aspect of eco-
nomics as a discipline whose purpose is to serve decision making.

This methodological consensus does not mean, of course, that all
economic research is incremental, mechanically plowing the furrows
already marked out by the profession. On the contrary, as Robert
Solow — another MIT figurehead — emphasized, researchers most
often make a name for themselves by challenging current beliefs and
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plowing new furrows.?! Now economics draws on several new fields
of analysis: price rigidity, incentive problems, imperfect competition,
incorrect expectations, behavioral biases, and so on. To repeat, there
are fierce debates in seminar rooms, journals, and conferences, and
so much the better: the head-on clash of ideas and criticisms between
peers allows everyone to move forward.

It is essential that different approaches enrich each other, which
requires mobility. Nothing is worse than a school of thought in which
disciples limit themselves to interpreting the works of their “masters.”
An Anglo-Saxon custom that is very useful in this regard is the ban
on endogamy: upon gaining their PhD, students have to get a job
at a different university (they can return later). As well as promot-
ing better relations between professors (who no longer fight to place
“their” students in their own departments), the ban forces the students
to learn new ideas and approaches, and their home departments to
appoint new lecturers who are cast in a different mold.

Another criticism leveled at economics is the dominance of Amer-
ican departments in the subject. Without going into details, the ten
top economics departments are roughly all American, as are, more-
over, a great many of the top one hundred universities in the field. I
regret this. But for non-Americans, rather than being indignant, it
is better to roll up their sleeves. To cite Robert Solow once again, it
is not surprising that the United States ranks first: it trains an enor-
mous number of students in the discipline. The strong competition
between universities to attract the best professors and students creates
an excellent research environment, and above all, the academic sys-
tem rewards merit rather than hierarchy.

TuEe IMmracT oF TEACHING EcoNnOMICS
ON INDIVIDUAL BEHAVIOR

Economists have carried out experiments in the laboratory and in
the field to study the behavior of their students. Faced with choices
involving a trade-off between their own well-being and that of others,
students taking courses in economics tend to behave more selfishly
than other students.?” For example, when they register, students at
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the University of Zurich are offered an opportunity to give seven
Swiss francs to finance student loans, and five Swiss francs to help
foreigners studying at the university. Only 61.8 percent of students in
economics and business contribute to at least one of these funds, as
opposed to 68.7 percent students in other disciplines.?* Other experi-
ments confirm this conclusion. An important question is whether this
is due to self-selection (students are more likely to major in economics
or business if they are more selfish) or to indoctrination (students
become selfish as a result of studying economics). If the former, study-
ing economics is harmless (you can carry on reading this book, it’s not
contagious); if the latter, economics could be “performative,” that is,
exposure to economics could shape our worldview and lead us to view
the world through a distorting lens.

Unfortunately, our understanding of this question is incomplete.
The Zurich study also examines the evolution of generosity during
students’ university careers, and concludes that there is no evidence
of indoctrination (at least as far as economics students are con-
cerned). This means self-selection appears to be the sole explanatory
factor. Some studies support this conclusion, while others disagree.
For example, law students at Yale are initially assigned randomly
to certain courses.”* Those who are assigned to courses overlap-
ping with economics (law of civil liability, for instance) and who
are taught by professors with training in economics behave in the
short run more selfishly than those assigned to less economics-ori-
ented courses (such as constitutional law) and exposed to professors
trained in the humanities. Since assignment is random, this cannot
be due to self-selection.

The possibility that training in economics might change a person’s
state of mind must be taken seriously. But to assess its consequences,
we would have to understand the channel through which this change
in mentality might occur. One hypothesis (at this stage it is only a
hypothesis) is based on the fragility of altruism. As we will see in
some detail in the following chapter, altruism is greatly reduced when
we are able to justify acting selfishly with an excuse, however feeble.?
During their training, economics students study, for example, com-
petitive strategies in a market (suggesting that the world is pitiless);
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they learn that self-interested behavior can give rise to social harmony
in the allocation of resources®® (suggesting that it is reasonable to
be selfish); they read empirical studies drawing attention to behavior
that is dysfunctional for society when incentives are inappropriate
(suggesting that we cannot always trust economic or political agents).
All these influences create narratives that, however valid empirically,
provide (weak) excuses for less ethical behavior.

Even if this hypothesis turns out to be correct, the students’ later
professional lives or personal relationships may provide alternative
narratives with a different but equally strong impact. The experiments
above only speak to the immediate impact of studying economics; we
do not have much information about whether economists working
for the state, the private sector, or universities are worse or better cit-
izens than other people in terms of their donations or their behaviors
regarding public goods, pollution, or voting. Whatever the answer
to this question, we would also like to know whether the difference
between economists and noneconomists, if any, is due to self-selec-
tion or to indoctrination. In other words, beyond understanding the
short-run effects of a training in economics, the long-term impact of
studying the subject is the key research question.

ECONOMISTS: FOXES OR HEDGEHOGS?

The British philosopher Isaiah Berlin begins his little book 7he Hedge-
hog and the Fox by quoting a fragment attributed to the Greek poet
Archilochus: “The fox knows many things, but the hedgehog knows
one big thing.”?

Forty years ago, almost all economists were hedgehogs. In short
(perhaps slightly unfairly), we could say that they knew the model
of competitive markets, the most intellectually complete paradigm
in the discipline, like the back of their hands. They were, of course,
aware of the limits of this model, and they were pursuing other pos-
sibilities, but without having an adequate intellectual framework for
doing so. A kind of theory of ideal gases for economics, the compet-
itive model was applied to a wide range of situations: the volatility of
markets, finance, or international trade, for instance.
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THE COMPETITIVE MARKET PARADIGM

In this paradigm, buyers and sellers are small relative to the markets
in which they trade, and therefore cannot make prices rise by limit-
ing supply or make them fall by reducing demand: their individual
impact on market prices is negligible. They are also assumed to have
perfect knowledge of products’ price and quality, and behave ration-
ally according to their own free choice. Buyers maximize their gains
from trade and sellers maximize their profits. Without necessarily
being able to predict the future with precision, agents have rational
expectations about every future event.

This model was used to explain how supply and demand are
balanced across markets, which makes it possible to study the phe-
nomenon of “general equilibrium.” For example, a change in supply
in one market may affect other markets through two channels. On
the one hand, products might be complementary (if | book a flight to
a city, | may also rent a car or book a hotel room there) or could be
substituted for one another (I may substitute a high-speed train trip
for a flight). On the other hand, it operates through income effects
(a change in prices in this market affects how much of the product
a buyer consumes, and also the income available to spend on other
products, even if those other products have no direct relation to the
market affected - so, for example, if the cost of renting their apart-
ment goes up, people buy fewer of the other goods they usually
consume).

General equilibrium was an important stage in the development
of economic theory, but one that has two intrinsic limitations. First,
its implications for economic policy are not obvious: the absence
of friction (because there is always competition, symmetric infor-
mation, and rational behavior) would mean that these markets are
efficient, so the only public policy to consider would be the imple-
mentation of income taxes. If that were the case, most ministries,
independent authorities, and local government would be useless!
Second, and relatedly, this model describes almost none of the situ-
ations | discuss in this book.

Since then, economic theory has been greatly refined. It has
learned how to analyze imperfect competition in a market that has
a small number of sellers or buyers, and so how to deduce rules for
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regulating competition. It can incorporate asymmetries of informa-
tion about prices and the quality of goods (or even a lack of know-
ledge concerning possible trading partners) in order to predict market
failures and suggest remedies for them. It has learned how to account
for observed deviations from rational decision making. It can now
analyze the implications of the separation within a firm between
property rights (belonging to investors) and real control (often in the
hands of the managers, whose interests may differ from those of the
investors). The introduction of these “frictions” into the old model
is hard work, but it has borne fruit. The models have become less
parsimonious (meaning they take into account more considerations),
but they allow the study of new questions essential for public policy
and business strategy.

Even in the world of foxes that prevails today, some economists
tend to be more foxlike, and others more hedgehoglike. Hedgehogs
are guided throughout their lives by a single idea, and often try to
convince their protégés to take the same path. They take an admirable
risk in defending a paradigm that they have judged to be important,
even all encompassing. Foxes, on the other hand, regard universal the-
ories with suspicion and are often engaged in a variety of approaches.
They move from one line of research to another when they think they
have arrived at a point of diminishing returns in the first.

Neither of the two styles is superior to the other. Science needs
hedgehogs, who keep pushing an idea, even when unpopular, and
keep digging in a certain direction when other researchers reckon
such intensive research has reached strongly decreasing returns; sci-
ence also needs foxes, who bring together disparate pieces of know-
ledge and open new areas of research. Moreover, experience seems to
show that the world of research rewards both.?

In public debates, is it better to be a fox or a hedgehog economist?
We know little about this subject, but the work of Philip Tetlock, a
psychologist at the University of Pennsylvania, on experts in political
science is fascinating.” Tetlock offers two answers to this question.
The first concerns the reception of ideas in public debate. Hedgehogs
irritate only the people who disagree with them, while foxes annoy
everyone — by deploying various ideas, they spare no one’s sensitivities.
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The foxes, taking more parameters into account, often undermine
their own recommendations. This tries the patience of their audience,
who wants certainties. So foxes do not get invited into the television
studios (in fact, pushing hard on a fox can produce a long list of rec-
ommendations; foxes sometimes have to force themselves to pick just
one). The media prefers hedgehogs.

Secondly, Tetlock studied the predictions of 284 experts in polit-
ical science for almost twenty years. In total, he asked them to make
twenty-eight thousand predictions: for instance, regarding the fall of
the Soviet Union, the probability that a nation-state would disinte-
grate, the war in Iraq, and the decline of powerful political parties.
Based on fourteen criteria, he divided these experts into foxes and
hedgehogs.?® Tetlock also classified experts according to their polit-
ical opinions. This dimension was not entirely independent of their
cognitive style. Somewhat unsurprisingly, foxes were less likely than
hedgehogs to be at the extremes of the political spectrum. But their
exact politics had little effect on their error rate. For example, in the
1980s, experts on the left were blinded by a low opinion of Reagan’s
intellect, while those on the right were obsessed by the Soviet threat.
The richest lessons concern cognitive style. Foxes produce far better
predictions. They are more aware of the probability (not negligible)
that they are wrong. Conversely, Tetlock selects Marx and liber-
tarians® as examples of hedgehogs who stick to a simple worldview
and whose grand predictions never materialize. It is not easy to draw
definitive conclusions from this innovative research, even though it
is based on a large sample. We will need other studies in different
domains of expertise.

THE ROLE OF MATHEMATICS

Among the social sciences and humanities, economics is the one that
makes the most use of mathematics — more than political science,
law (including the subfield of law and economics), even evolutionary
biology, and certainly much more than sociology, psychology, anthro-
pology, or history. For this reason, critics often accuse economics of
being too formalized and abstract.
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The mathematization of economics is relatively recent, even
though mathematical economists of the nineteenth century (such
as Antoine-Augustin Cournot, Jules Dupuit, and Joseph Bertrand
in France, Léon Walras and Vilfredo Pareto in Lausanne, Johann
Heinrich von Thiinen in Germany, Francis Edgeworth at Oxford,
and William Stanley Jevons at University College London) did not
hesitate to formalize their work. Economics was gradually mathemat-
icized during the twentieth century, a trend that accelerated in the
1940s and 1950s. The works of the great economists of that period,
such as Kenneth Arrow, Gérard Debreu and Paul Samuelson, were
to economics as the works of Bourbaki®* were to mathematics. In
formalizing economic thought, they organized it. Even more impor-
tantly, they formalized and validated (or invalidated) the logic of the
insights, innovative but imprecise, of the great classical economists
from Adam Smith to Alfred Marshall and John Maynard Keynes. The
mathematization of economics was an essential foundation on which
later studies could build; but the subject had to keep progressing.

THE NEED FOR MATHEMATICS

As in the physical or engineering sciences, mathematics has contributed
to economics on two levels: theoretical modeling, and empirical verifi-
cation. The need to use econometrics (statistics applied to economics)
to analyze data is not particularly controversial, as identifying causal
effects is a prerequisite for decision making. Correlation and causal-
ity are two different things. As the French comedian Coluche joked,
“When you're sick, above all you should avoid going to the hospital: the
probability of dying in a hospital bed is ten times greater than in your
own bed at home” — which is clearly complete nonsense, even if you
count the chances of getting an infection in the hospital. There is a
correlation, but not a causal relationship, between hospitals and death
(otherwise we would have to do away with hospitals). Or consider a dia-
gram showing that hotel occupancy increases with hotel prices; hope-
fully few would conclude from this observation that raising prices will
attract more customers (except perhaps for some upscale hotels, which
may allow the client to display his wealth and status); understanding
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this covariation between price and occupancy requires one to bring
in a piece of theory: that hotel managers lower prices when demand
(and therefore occupancy) is low. Only an empirical strategy based on
econometrics will allow us to identify a causal impact and thus to make
recommendations about economic decisions.

Mathematical models used to represent the essence of a problem
may be more controversial. As I have explained, every model is a sim-
plified — sometimes outrageously simplified — representation of reality,
even if subsequent research makes it possible to enrich it and to fill in
the gaps. As Robert Solow put it in the first lines of a famous article
on growth (which won him the Nobel Prize):

All theory depends on assumptions which are not quite true. That
is what makes it theory. The art of successful theorizing is to make
the inevitable simplifying assumptions in such a way that the final
results are not very sensitive. A “crucial” assumption is one on
which the conclusions do depend sensitively, and it is important
that crucial assumptions be reasonably realistic. When the results of
a theory seem to flow specifically from a special crucial assumption,
then if the assumption is dubious, the results are suspect.

Despite its defects, I regard modeling as indispensable for several
reasons. First of all, models are a language and thereby facilitate
communication among economists. As in any other field of research,
economists benefit from using commonly known paradigms that
researchers can refer to without having to enter into long explana-
tions about what is assumed and delivered. While completely arcane
to noneconomists, phrases like “vector auto regressions (VAR),” “the
Arrow-Debreu model of perfect competition,” or “Akerlof’s lemons
model” immediately brings a ready reference point to the discussion
for an economics audience.

Second, modeling forces researchers to state their assumptions
clearly. Explicit assumptions can be criticized and subjected to com-
mon-sense tests. A realism filter must be applied to critical assump-
tions, those that actually drive results.* The same holds true for the
logic of the argument. Taken together, modeling can contribute to
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transparency. As Dani Rodrik, an economist at Harvard, notes in
his recent book, there is no need for the endless debates about what
Samuelson or Arrow had in mind, unlike for earlier authors such as
Keynes, Marx, or Schumpeter.**

Third, using mathematics also forces economists to check the logic
of their arguments, since intuition can sometimes be deceptive. Dani
Rodrik puts it very well:

We need the math to make sure that we think straight — to ensure
that our conclusions follow from our premises and that we haven’t
left loose ends hanging in our argument. In other words, we use
math not because we’re smart, but because we aren’t smart enough.
We are just smart enough to recognize that we are not smart enough.
And this recognition, I tell our students, will set them apart from a
lot of people out there with very strong opinions about what to do
about poverty and underdevelopment.

Fourth, writing and solving a model makes researchers think about
other ideas. (If the hypotheses lead to conclusions that prove to be
false, are they inappropriate, or is something missing in the model?)

Fifth, models guide empirical research. For sure, “model-free ana-
lysis” can be useful. The identification of correlations may still be
useful for prediction. Indeed, Big Data (which so far has focused on
the identification of such correlations) does wonders when it comes
to a search engine’s ability to predict what I am searching for, or an
Internet-based company’s ability to recommend books or movies I
might enjoy. Supervised machine learning of the kind used today —
for instance in clinical medicine, the analysis of political bias in texts,
criminal justice, or the measurement of consumer churn — takes as
inputs “training” data sets by which it makes predictions on new
data.® But without a model to test, data reveal little that is useful
for economic policy. The model is what makes it possible to analyze
well-being and therefore economic policy.

Finally, theoretical models are the main game in town when there
is a shortage of data. This happens with new technologies, for which
data have not yet accumulated (think about a competition authority’s



108 CHAPTER FOUR

decision as to whether to allow the acquisition of an Internet start-up
by an incumbent firm or the formation of a patent pool — see Chap-
ter 16); when contemplating abrupt institutional changes (as was the
case in the 1990s for both the deregulation of network industries — see
Chapter 17 — and the transition of Soviet economies toward a market
economy); or when adjusting regulations to institutional or prod-
uct innovations (think of the prudential treatment of new financial
instruments). Empirical analysis meets its limitations when entering
a “new world”: the impact of climate change on migration, the effects
of the disintegration of the European Union, or the consequences of
a large OECD country’s default on its sovereign debt are not easily
extrapolated from previous events.

On a related point, data may exist, but if they are “local” they
will not be very informative when it comes to assessing the conse-
quences of a potential new policy that changes the economic environ-
ment significantly. Macroeconomists were dumbfounded by the end
of the Great Moderation (the observed reduction in the volatility of
business cycle fluctuations starting in the mid-1980s, attributed to
stabilization policies) and by the skewedness of the distribution of
financial returns in the 2008 financial crisis when the assumption
of normally distributed returns had previously done a good job. In
microeconomics, an accurate, but local measurement of demand may
provide misleading estimates of what would happen if a contemplated
merger moved prices far away from their current values.*

Tue CosT OF MATHEMATIZATION

Nonetheless, mathematization has its costs. First, it is sometimes dif-
ficult, and initial attempts to study a topic are often rough and ready.
Patience is required, even though economists are often expected to
make instant economic policy recommendations. Forty years ago, we
had little idea how to model expectations, interactions between firms,
or asymmetric information, so whole areas of economics were then
difficult to formalize.

Secondly, economists are sometimes inclined to look for something
“under the lamp post” — a phrase used to describe looking for an object
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where the light happens to be, rather than in the dark corner where it
is more likely to have been lost. For example, macroeconomists have
for a long time referred to a “representative agent” (in other words,
they assumed that all consumers were identical), simply because that
made the model easier to analyze. Nowadays, they increasingly aban-
don this assumption because consumers differ in many ways (tastes,
wealth, income, access to loans, sociodemographic variables, and so
on). Greater precision, though, comes at the price of increased com-
plexity. The more hypotheses are refined, and the greater the com-
plexity of the description of economic agents, the greater the need for
mathematics to ensure that the reasoning is complete.

Thirdly, the teaching of economics is often too abstract, a tendency
that the use of mathematics sometimes accentuates. Mathematics
itself, however, is not to blame, because teachers are free to choose
how to teach. The teaching material must be compatible with the
knowledge emerging from research, but it can be communicated in a
different way. English-language textbooks for undergraduates usually
do not make extensive use of mathematics, but the easy way for a
teacher to convey research is to use its existing form rather than to
make it more accessible.

Finally, the research community in economics is often reproached
for being too concerned with aesthetics. Mathematics is said to have
become less an instrument than a goal, because using it to con-
struct elegant and coherent models is seen as a signal of scientific
quality. No doubt this flaw exists, but we also must remember that,
as in other scientific disciplines, articles that are clever but super-
ficial may enjoy their heyday, but they are later forgotten — unless
they represent a true methodological advance that makes applied
research possible.

GAME THEORY AND INFORMATION THEORY

Game theory and information theory have revolutionized all areas
of economics, where they are widely used — just as they are in evolu-
tionary biology, political science, law, and occasionally in sociology,

psychology, and history.
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GAME THEORY

Modern microeconomics is based on game theory, which represents
and predicts the strategies of agents who have their own goals and are
interdependent, and information theory, which models their strategic
use of private information.

Game theory allows us to conceptualize the strategic choices made
by agents when they have different interests. Thus, game theory does
not only apply to economics, but also politics, law, sociology, and even
(as we shall see later) psychology. It was initially developed by mathe-
maticians: in France by Emile Borel in 1921; in the United States by
John von Neumann, in a paper published in 1928 and a book written
with Oskar Morgenstern, published in 1944; and by John Nash,? in
a paper published in 1950. More recent developments in game theory
have been motivated by applications in the social sciences, and the
great majority of these developments have been due to economists,
although biologists and mathematicians have also contributed.

From Individual Behavior to Collective Behavior

The social and human sciences suggest the importance of our expecta-
tions of what others will do, either concurrently or in reaction to one’s
own actions. These expectations are rational if the agent understands
the incentives of other agents and anticipates their strategy, at least
“on average,” and accordingly acts to the best of his interests. Strat-
egies are then said to be in equilibrium (in 1950, John Nash devel-
oped the general theory of this equilibrium, referred to as a “Nash
equilibrium”). Understanding the likely behavior of others may result
from either reasoning (agents imagine what they would do if they
were in the other person’s shoes) or, if the game is familiar, from past
experience.

A person who does not leave a wallet on the café table or a bicycle
unsupervised on the street, or who does not step onto a pedestrian
crossing without looking (in a country where drivers do not stop for
pedestrians) is solving elementary problems in game theory, in as
much as he or she correctly anticipates how others are likely to behave.
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The example of the pedestrian crossing also illustrates that multiple
equilibria are possible: drivers who do not slow down as they approach
pay no cost (other than psychological) as a result of their behavior, as
long as there is no pedestrian crossing the street (or intending to cross)
as the car approaches. Conversely, drivers who anticipate that pedes-
trians will cross will slow down as they approach, while pedestrians
will be able to cross if they expect civilized behavior from drivers.

Like Monsieur Jourdain (in Moliere’s Le Bourgeois Gentilhomme),
surprised to find he has been speaking in prose, we are all experts in
game theory without knowing it, because every day we participate
in hundreds or thousands of “games™ we are involved in situations
in which we need to anticipate the way others will behave, which
encompasses their reaction to the way we act. Of course, we are far
more expert in some games that we play repeatedly throughout our
lives (for example, those associated with personal and social relations)
than in others that we play only now and then. Thus, few people will
instantly hit on the right strategy at an auction where each person has
private information concerning the actual value of the object up for
sale, such as a mining license or shares in a firm going public. Most
people, unlike professionals, tend to bid too optimistically, because
they fail to put themselves in the place of other potential buyers and
to understand that the latter will bid lower if they have negative
information about the asset. This phenomenon is called the “winner’s
curse,” because people tend to make a winning bid precisely when the
object has little value.

How people behave often depends on what others do. If other car
drivers or subway users leave for work at 8 a.m., it may be to my advan-
tage to leave at 6 a.m., even if that is really too early from my point
of view. In equilibrium, flows stabilize so that each person makes the
best trade-off between their ideal schedule and the congestion they
will suffer on their commute. In making such choices, agents seek to
differentiate their behavior from that of others. On other occasions,
agents have a problem with coordination. They would like to choose
to behave the same way as others. For example, if most of my fel-
low citizens did not pay their parking tickets, there would be (unfor-
tunately) strong pressure for an amnesty for such offenders, which
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would reduce my incentive to pay my parking tickets too. As in the
pedestrian-driver game, there may be multiple equilibria, so that two
otherwise identical societies may adopt different behavioral patterns.

“Predicting on average” reflects the fact that an equilibrium is
sometimes based on a “mixed strategy”™ in soccer, a good goalkeeper
must avoid getting a reputation for diving more to the left than to
the right, or for remaining in the middle when facing a penalty kick;
and the same goes for the player who is taking the kick. Studies of
professional players (amateurs are more predictable) clearly show that
their behavior is unpredictable: a good goalkeeper, for instance, has
the same probability of preventing a goal (about 25 percent) from
each of the three options.*

It may also be impossible to predict other people’s actions perfectly
because we don’t know everything about them. At best we can make
a conditional prediction: “In their place, in these circumstances, I
would do this.” For example, in the auction mentioned earlier, we can
predict a high bid if the other person receives good news about the
value of the object put up for auction (and a low bid if the news is bad).

To illustrate the power and limits of game theory, let’s consider a
situation called “the prisoner’s dilemma,” a strategic framework that
enables the description and analysis of many conflicts. Its name refers
to the following situation: two prisoners are correctly suspected of
having committed a crime together, but a confession is required. They
are put in separate cells and asked to confess their crime. If one con-
fesses, he or she will be punished more leniently, but if both confess,
both are punished. Collectively, they are better off if neither of them
confesses but, individually, they each have an incentive to confess.
The equilibrium is that both confess.

This simple situation is shown in Figure 4.1, which involves two
players: Player 1 (in bold) and Player 2. Each player has a choice
between two actions: cooperating with the other player or deviating
from the agreement by behaving opportunistically. Cooperating is
denoted by C, and deviating by D. In the table, Player 1’s scores are
shown first in bold, then Player 2’s. For example, if Player 1 cooper-
ates and Player 2 deviates, Player 1 scores zero and Player 2 scores 20
points. Each player knows all the information shown in the table, but
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Player 2

C D

C 15,15 0,20

Player 1
D 20,0 55

Figure 4.1. The prisoner’s dilemma.

has to make his decision without knowing what decision the other
has made. Collectively the two players are better off cooperating (i.e.,
both choosing C) since they score 15 each, for a total of 30, a higher
total than would be obtained in any of the three other possible out-
comes of the game (which is 20 if their choices differ, 10 if both devi-
ate). But individually, they have an interest in opportunistic behavior.
The equilibrium of the game is that each person deviates and receives
only 5 points. To see this, note that Player 2 always gets more points
by deviating, no matter what Player 1 does: if Player 1 chooses to
cooperate, Player 2 gets 20 points by deviating, but only 15 from
cooperating; if Player 1 chooses to deviate, Player 2 scores 5 points by
deviating and zero by cooperating. Exactly the same incentives apply
to Player 1.
Thus, this game is particularly easy to analyze because it has a
“dominant strategy.” That is, to make a decision, a player does not
actually need to anticipate what the other one will do: whether the
other prisoner chooses C or D, each player is better off choosing strat-
egy D.

From this we can conclude that, faced with this situation, every
rational individual should choose the opportunistic strategy. How-
ever, in practice, under laboratory conditions,* not all players deviate:
15 to 20 percent of players choose to cooperate. Chapter 5 returns to
this phenomenon, which will lead us to question not game theory, but
the assumption that economic agents behave selfishly.

Despite its simplicity, the prisoner’s dilemma game allows us to
represent very important strategic situations. For example, before the
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OPEC oil cartel was established, each petroleum-exporting country
had an interest in increasing its production (strategy D) rather than
decreasing its production and cooperating with other countries to
limit supply (strategy C). The introduction of quotas (and sanctions
if quotas were exceeded) permitted OPEC to increase its members’
revenues by forcing them to play C. In a situation of this kind, we can
understand why the players (individuals, enterprises, or states) might
have an interest in creating a cartel, cemented by an agreement and
the threat of reprisals for deviant behavior on the part of any of the
participants.

This game has also inspired competition authorities to introduce a
form of plea bargaining to fight the formation of cartels. This “leni-
ency program,” which has long been in effect in the United States,
has recently been introduced in Europe, where it is bearing fruit. The
system guarantees quasi-immunity for any firm revealing to the com-
petition authorities the existence of a cartel of which it is a member;
the authorities then punish the other firms. The program destabilizes
the cartel by recreating the prisoner’s dilemma neutralized by the
internal cartel agreement.

The battle against global warming studied in chapter 8 is another
example of the application of the prisoner’s dilemma. Individually,
each country has an interest in not reducing its greenhouse gas emis-
sions, but the collective consequences of this selfish attitude are dis-
astrous. Garrett Hardin describes this “tragedy of commons” in an
article published in 1968 in the journal Science. It explains the failure
of the Kyoto and Copenhagen agreements on climate change. To
avoid this tragedy we would need an agreement that would force all
countries to choose strategy C. In practice, they all choose strategy D.

The Dynamics of Interactions

The theory of dynamic games is based on the idea that an agent’s
current decisions have an impact on the future actions of other agents,
so every agent needs to understand how his or her decisions will influ-
ence the future strategies of others. For example, a state working on
a new law or regulation must expect consumers and enterprises to
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react to the new institutional context by changing their behavior; to
that end, the state must imagine itself in their place and anticipate
what they will do. This kind of equilibrium is called, in the (not par-
ticularly appropriate) jargon of economics, “perfect equilibrium.” In a
perfect equilibrium, each agent is aware of the effects of their actions
on the future behaviors of other agents and acts accordingly.

An agent’s behavior often reveals information that they alone pos-
sess. For example, investors who buy shares in a company reveal that
their information, or their knowledge of the situation, makes them
optimistic about the value of the company; revealing this information
tends to drive up the price of shares in the company, thereby reducing
the buyers’ profits. Consequently, stock investors try to make large
purchases discreetly by dividing up their buy orders or using inter-
mediaries. Another example is when a friend or a supplier behaves
in an opportunistic way and betrays the trust placed in him or her.
This act reveals information concerning the character of the person
in question, who will therefore think twice before endangering his
or her reputation. These situations are studied by using the concept
of perfect Bayesian equilibrium, which combines perfect equilibrium
with rational information processing in the sense of Bayes’s theorem.
Which brings me to information theory.

INFORMATION THEORY

The second unifying framework of modern economics is informa-
tion theory, which is also known as incentive theory, contract theory,
signaling theory, or principal-agent theory, depending on the use to
which it is put. This theory concerns the strategic role of the private
information that decision makers possess. A good understanding of
human or economic relations needs to acknowledge that agents do
not all have the same information, and will use their private informa-
tion to achieve their goals.

Information theory was developed by Kenneth Arrow (who won
the Nobel Prize in 1972), George Akerlof, Michael Spence, and Joseph
Stiglitz (who shared a Nobel Prize in 2001), James Mirrlees and Wil-
liam Vickrey (Nobel Prize, 1996), Leonid Hurwicz, Eric Maskin, and
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Roger Myerson (who shared a Nobel Prize in 2007), Bengt Holm-
strom (who won the 2016 Nobel Prize jointly with Oliver Hart, who
investigated the consequences of contracts that are incomplete), Jean-
Jacques Laffont, and Paul Milgrom, among others.

Information theory is constructed on two basic concepts. The term
moral hazard refers to the fact that someone’s behavior may not be
observable by the counterparty who will be affected by it (this coun-
terparty is the “principal”), or by a court of law that has to enforce the
terms of a contract in the event of a suit. Take for example a share-
cropping contract between a “principal” (the landowner) and an “agent”
(the farmer). The farmer might not pay enough attention to his choice
of crop or when best to sow his seeds, or he might not devote enough
effort to ensuring an abundant, high-quality harvest: in this case, we
say that there may be a “moral hazard” on the part of the farmer. A bad
harvest might be either the result of some exogenous shock to supply,
such as the weather, or might be the result of the farmer’s (the “agent’s”)
lack of effort, reflecting the incentives he faces.

Given that the principal cannot observe the effort made by the agent
(or prove to a court that this effort is insufficient), and knowing that the
result depends not only on the farmer’s effort but also on events out-
side his control, who should bear the risk inherent in the activity, the
principal or the agent? Sharecropping is a rural lease in which the land-
owner, the lessor, entrusts the cultivation of a parcel of land to a farmer
in exchange for part of the harvest. A sharecropping arrangement in
which the farmer hands over half the harvest to the landowner assigns
less responsibility and offers less incentive for effort than a standard
farm tenancy in which the farmer pays a fixed sum (a rent) to the land-
owner and receives all the proceeds of his labor above this amount. A
tenancy of this kind, which makes the farmer bear all the risk, includ-
ing climatic or other hazards over which he has no control, proves to
be costly if he is risk-averse and wants a predictable income.“ If; on the
other hand, a risky income does not scare the farmer, then this kind of
lease is optimal, because the farmer will then be fully responsible for his
work and will consequently choose how much effort he wants to put in.
If all or part of the risk were borne by the landowner, the farmer would
not try as hard. The arrangement that offers the least incentive for the
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farmer to work hard is one in which he receives a fixed salary and there-
fore does not benefit at all from putting in more effort.

Adverse selection refers to the possibility that the agent has private
information when the contract between the two parties is signed. To
stay with the example of sharecropping, only the farmer knows how
much time he will put into cultivating the land, his skill as a farmer,
and his desire to work. Conversely, the landowner can have private
information about how fertile the land is. Adverse selection affects
contracts because people will be suspicious about their counterpar-
ties. To illustrate this idea, suppose the landowner knows how fer-
tile his land is, but the farmer does not. Even if the farmer does not
care about risks to his income (and so a tenancy agreement in which
he pays a fixed sum and receives all the remaining profit would be,
a priori, optimal), he will be suspicious if the landlord proposes a
lease of this kind: he will think that the landowner knows the land is
not very productive and is just trying to reduce his own risk. So the
farmer might prefer a sharecropping agreement with the landowner as
a demonstration that the land is actually productive.

It is immediately obvious that this framework for analyzing insti-
tutions in terms of moral hazard and adverse selection is also applica-
ble to the regulation of network industries and banks (the regulator
has imperfect information regarding a company’s technology and its
effort to reduce its costs, or the exact risk involved in a bank’s portfo-
lio), to the governance and financing of firms (shareholders, creditors,
and other stakeholders are imperfectly informed about the manage-
ment’s choices or their consequences), to the sociology of organiza-
tions (divisions or work groups strategically retain information for
their own purposes), and so on.

The developments in information theory during the last three
decades have allowed the definition of principles essential for under-
standing the mechanisms of negotiation and supervision. These prin-
ciples mean that a few simple rules should govern the drawing up and
execution of any contract. For example, the party that draws up the
contract must accept the idea that if the other party has some private
information, he will have to make concessions to induce the counter-
party to reveal it.
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A formal contract is based on quantifiable elements that are
observable and verifiable, an idea that plays an important part in
our analyses of employment policies and of the fight against global
warming in chapters 8 and 9. The contract then has to be founded
on a set of credible rewards and punishments. It also needs to be
flexible enough to reflect changing information, notably because
things will inevitably occur that could not be predicted at the time
the contract was signed. Thus, methods for renegotiating or even
breaking the contract must be provided, notably exit options and
rules for calculating indemnities. Finally, in the absence of such
formal incentive mechanisms, trade must rely on a more informal
relationship between the two parties, in which the repetition of
poor performance by one makes the other suspicious and leads to a
loss of confidence and cooperation.

These examples are only a brief introduction to information theory,
but they clearly show how agents have incentives to use their infor-
mational advantage to take advantage of others, and how institutions
must account for the presence of asymmetric information.

AN ECONOMIST AT WORK:
METHODOLOGICAL CONTRIBUTIONS

In many academic disciplines, upstream, fundamental research devel-
ops new techniques and ideas, which can then be employed in down-
stream, more applied research. That is the case in economics. Many
studies do not have a specific application, nor do they try to solve
a particular economic problem. Rather, they focus on methodology
enabling other theoretical work to model specific phenomena, or they
provide a conceptual framework for empirical studies.

For example, econometricians adapt statistics or construct their
own techniques in order to allow applied economists to measure eco-
nomic phenomena with greater precision, and to attribute causality
(does a variable influence another variable or is it simply correlated
with it?). This is a sine qua non when applying empirical analysis
to public policy. Similarly, theorists may work on frameworks that
have no direct application. The following remarks are both abstract
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and self-indulgent (because they describe the subject of my own
research, for which I ask reader’s pardon). Their main purpose is to
help the reader grasp the diversity of the work done more generally by
researchers in economics. I hope they will also make readers realize
how much even theoretical research depends on teamwork. I could
not have done this work without the close collaboration of the people
I mention, as well as that of many others.

My studies on pure game theory have dealt with dynamic games,
that is, conflict situations that take place over time and in which the
players (the agents) react to choices made by other players. The first
step was defining (with Eric Maskin, my PhD supervisor at MIT, now
a professor at Harvard) the notion of a “Markov perfect equilibrium.”
According to this concept, for any game developing over time we can
identify unambiguously a summary of the past (called a “state vari-
able”) conditioning future strategies. This summary, which synthe-
sizes every instant of the game up to that point, captures everything
the players need to know about the impact of future strategies on the
players’ future gains. For example, in an oligopolistic market, the cur-
rent level of productive capacities can, if the mode and the timing of
the acquisition of these capacities are not relevant, sum up the indus-
try’s past. This notion is useful in what is called structural industrial
economics, now the dominant approach in empirical industrial eco-
nomics: the notion of a Markov perfect equilibrium is now routinely
used in econometrics to analyze and measure the dynamic behavior
of firms in competition with one another.

With Drew Fudenberg, now a professor at MIT (and like me one
of Eric Maskin’s first students), I refined the notion of “perfect Bayes-
ian equilibrium.”#" This concept combines the notion of a Bayesian
equilibrium, which makes it possible to study games involving asym-
metric information, with the notion of perfect equilibrium, which
describes equilibria in a dynamic context. Again with Drew Fuden-
berg, I defined a methodology for studying games involving preemp-
tion (or more generally, games in which the agents’ strategy consists
in choosing the moment to act) in continuous time.

My work on the pure theory of contracts has consisted in extend-
ing the analytical framework in four directions:
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Dynamics. A contractual relation is often repeated. In addition, it
can be renegotiated while it is being executed. My studies on this
subject written with Jean-Jacques Laffont, Oliver Hart, and Drew
Fudenberg (as well as earlier works written with Roger Guesnerie and
Xavier Freixas) have developed a dynamic and evolving view of con-
tracts. For instance, in the context of adverse selection (in which the
agent has information that the principal does not have), the agent’s
performance reveals information about his or her characteristics or
those of his or her environment (the difficulty of his or her task, talent,
or taste for hard work) and so influences future contracts. To return
to the farming example, the landowner who observes an abundant
harvest can infer that the land is fertile or that the farmer is efficient.
The landowner will then tend to offer more onerous contracts in the
future; for example, the landowner will demand a higher price for a
farming lease or will set more ambitious goals for the harvest. If the
farmer anticipates this “ratchet effect,” he in turn will be encouraged
to reduce his effort (or to hide part of his harvest!).

Hierarchies. Contracts often involve more than two parties (a prin-
cipal and an agent). For example, in a sharecropping lease in which
the landowner and the farmer each receive half the harvest, the land-
owner may delegate the measuring/supervision of the harvest to an
intermediary. In fact, we see intermediaries like this everywhere in
the economy: financial intermediaries (banks, investment funds, ven-
ture capitalists), company foremen and directors, regulators, and so
on. When there are more than two agents, collusion between a subset
of these agents and other agents in the organization is possible. My
research consists in connecting this danger of collusion in “cliques”
(to use a sociological term) with the structure of information (its dis-
tribution within the organization), and in studying the consequences
of the threat of collusion for the design of organizations. Intuitively,
collusion is easier to achieve in groups endowed with the same infor-
mation; “clusters of information” therefore give rise to cliques that
threaten organizational efficiency.

The “informed principal” theory. These studies (written in collabo-
ration with Eric Maskin) have provided conceptual tools for mode-
ling the choice of contract offered to an agent by a principal who has
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information the agent does not have. For example, an entrepreneur
(the principal) who is raising funds on the financial markets by selling
shares for assets may either have a real need of cash to finance a good
project, or be seeking to sell before bad news concerning the com-
pany (or the assets) becomes public. The quantity issued, as well as its
mode (stocks or bonds) will be interpreted by investors (the agents) as
signals.

The internal organization of business enterprises and the state. With
Mathias Dewatripont (of the Université libre de Bruxelles), I have
analyzed ways of structuring organizations to create a greater sense of
responsibility within them; thus we showed how an adversarial proce-
dure that has advocates (rather than more neutral representatives) on
each side can help a judge, or more generally a neutral decision maker,
to obtain more information, and can do so even when these advocates
keep silent about information unfavorable to their cause. We have
also examined the missions that can be assigned to government offi-
cials and agencies, and showed when specific, clear missions can be
superior to a more all-encompassing approach (“grasp all, lose all”).

This chapter has sought to present the principal characteristics of
research in economics: the back and forth between theory and experi-
ence and between methodological research and applied research,
how research is evaluated, the character of academic debate and the
evolving consensus as understanding advances, and finally the role
of mathematics and new conceptual tools. As in any science, the
advancement of knowledge in economics goes hand in hand with
a specialization of the researchers that sometimes amounts to frag-
mentation, because it is becoming increasingly difficult to master the
different approaches, domains, and available tools. Interdisciplinary
research, however, remains an important source of progress in eco-
nomics, as well as between the social sciences and humanities, which
are the subject of the following chapter.
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Economics on the Move

In the twentieth century, economics, which had previously been com-
pletely integrated into the social and human sciences, created a new
identity for itself — but at the price of becoming disconnected from
the other disciplines.

The science of economics developed the fiction of homo economicus,
that is, the simplifying hypothesis that decision makers are rational,
meaning that they act in their own best interests given the informa-
tion at their disposal (although economics emphasizes that this infor-
mation may be partial or manipulated). Economic policy recommen-
dations are consequently based on the idea of externalities, or market
failures, which result in a difference between individual rationality
and collective rationality such that what is good for an individual
economic agent is not necessarily good for society as a whole.

Recently, through research on behavioral patterns and neuroeco-
nomics, economists have turned back to psychology. The motive for
this revival is the need to gain a better understanding of behavior.
In fact, the construct of homo economicus (and its counterpart, homo
politicus) has been controversial, as it is evident that we do not always
behave as rationally as this hypothesis predicts. We all suffer from
flawed thinking and decision making. More generally, over the past
twenty years, economics has moved closer to the other social sciences,
taking on board many of their insights. To be mildly provocative, I
would even argue that anthropology, law, economics, history, phil-
osophy, psychology, political science, and sociology are really one dis-
cipline, because their subjects of study are the same: the same people,
groups, and organizations.
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These forays by economists into the other human and social
sciences are not evidence of voracious imperialism. Other dis-
ciplines have their own characteristics. They are often (though
not always) less quantitative and less inclined toward formal the-
oretical analysis and the statistical processing of data. Perhaps
a more significant difference is that researchers in other areas
of the human and social sciences do not all adhere to the prin-
ciple of methodological individualism cherished by economists, '
according to which the incentives and behavior of individuals
must be the starting point for understanding the behavior of the
groups to which they belong. In my view, it is essential that all
the disciplines in the human and social sciences are open to, and
nourish, one another. Economists have much to learn from other
disciplines, and in turn their work can open new lines of research
into individual behavior and social phenomena.?

Whole books could be written about how the discipline of econom-
ics now operates far beyond its traditional boundaries. The purpose of
this chapter will be simply to provide a few examples of this, and for
this purpose I have chosen mainly themes close to my own research
interests. I hope the reader will pardon this self-indulgent choice. My
research covers only a small part of this expanded domain, but I hope
to give the reader an idea of how much research economists currently
do outside their classical territory.

AN AGENT WHO IS NOT ALWAYS
RATIONAL: HOMO PSYCHOLOGICUS

For a long time, homo economicus has been represented as a decision
maker who is aware of his own interests and pursues them in a rational
way. He might lack information, in which case his decisions might
not be as good as those he would make if he had full knowledge of
the facts. He could also choose not to be completely informed, or to
not think things through in detail, because to do so costs time and,
potentially, money.’ But he pursues his own interests perfectly, what-
ever they were.
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CONTRARY TO OUR PERSONAL SELF-INTEREST

Now let us give, by way of contrast, a few examples that do not cor-
respond to the homo economicus model, possibly leading to dysfunc-
tional behavior.*

We Procrastinate

The first example results from a simple lack of will. Too strong a pref-
erence for the present leads to procrastination, to putting off disa-
greeable tasks, to not committing enough to the future, to behaving
impulsively. Many studies have been devoted to this short-termism,
the early Greek philosophers discussed it, and Adam Smith addressed
it in his book 7he Theory of Moral Sentiments (1759). But for almost
the entire twentieth century, the subject disappeared from economists’
field of research. This has changed now.

Economists are interested in the phenomenon of procrastination
because it has important consequences for economic policy. We often
act against our own interests: left to ourselves, we tend not to save
enough for our retirement, to abuse alcohol and drugs, to become
addicted to gambling, to buy too quickly from door-to-door salesmen
just to get rid of them, to eat too much fat and sugar, to continue to
smoke when we would like to stop, to watch television when we really
wanted to work or to spend time with other people. In short, what we
do today is not always consistent with what we might have wished we
would do.

We can think about our short-term behavior in terms of a conflict
of goals between our different, successive “selves” (or “temporal incar-
nations”). We would like to stop smoking, but our present self wants
to smoke one last pack of cigarettes, and leaves the disagreeable task
of stopping to tomorrow’s self. Of course, tomorrow’s self also won't
have the self-discipline to stop. We always put too much weight on
immediate pleasures and costs, and thereby sacrifice our long-term
interests.

Policy makers face the dilemma of whether to respect the choices
made by individuals (the present selves who make the decisions) or
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to act paternalistically (which can be interpreted as defending the
individual’s longer-term interests). There are good reasons to be wary
of paternalism generally, because it can be used to justify all kinds
of state intrusion into personal choices. But it is easy to see why a
government might want to correct the bias of procrastination. That is
what they do when they heavily subsidize retirement saving through a
funded pension scheme, or guarantee a minimum retirement pension
through a pay-as-you-go system, as in France and some other Euro-
pean countries. The government is also acting paternalistically when
it levies high taxes on tobacco; or prohibits or regulates the market for
drugs or gambling; or insists on a “cooling-off period” to allow con-
sumers time to change their minds about certain purchases made by
their present selves (for example, in the case of door-to-door selling).

Neuroscientists are also very interested in this phenomenon.
Researchers have studied, for example, what happens in the brain
when individuals are faced with intertemporal choices (decisions
made today about the future). Volunteers are asked whether they
would prefer to receive ten dollars immediately or fifteen dollars in
six months — an extremely high interest rate, well in excess of normal
interest rates on our savings. When they choose the immediate ten
dollars, their limbic system is activated. The limbic system, which
plays an important role in emotion, is an ancient part of the brain,
well developed in all animals. When the option of fifteen dollars in
six months is chosen, the prefrontal cortex, much more developed in
humans, is activated.’ There may be a tension between the drive for
instant gratification and our long-term interests, aspects handled by
different parts of the brain.

We Make Mistakes in Forming Our Beliefs

Most of our decisions have uncertain effects. This makes it impor-
tant not to have too distorted a view of the respective probabilities
of possible consequences of our actions. We are sometimes very poor
statisticians, though. For example, a classic mistake is to think that
nature will make sure that the actual outcomes will quickly match the
theoretical probability of those outcomes. (Those who have learned
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statistics know that this in fact requires a very large number of draws,
in order to be able to apply the “law of large numbers.”) We all know
that flipping coins will give an equal chance of heads or tails; if we
flip a coin a great many times, the proportion of tails will be close to
50 percent.® Yet many of us make the mistake of believing that, when
heads comes up three times in a row, the probability that next time it
will be tails is greater than the probability that it will be heads.” How-
ever, the coin has no memory; it will fall either way with a probability
of 50 percent. This bias is also found when professionals carry out
repetitive tasks: judges ruling on requests for asylum, loan officers in
a bank granting credit, or baseball umpires calling strikes, all tend to
make decisions that “compensate” for their recent decisions. In other
words, a decision one way is more likely if the preceding decision went
in the opposite direction.®

Another widespread flaw is the difficulty we have in correctly
adjusting our beliefs to take account of new information. High school
and university statistics lessons teach Bayes’s theorem, a formula
describing the correct way to update probabilities in the light of new
information. In standard micro- and macroeconomic models, agents
are assumed to review their beliefs rationally (that is, in line with
Bayes’s theorem) as soon as they have new information. But in the real
world this is often not the case. This is true for even the best-educated.
As I noted in chapter 1, Kahneman and Tversky showed that medical
students at Harvard, an elite group, made elementary statistical errors
in calculating the probability of an illness on the basis of symptoms
alone, demonstrating that statistical computation is not intuitive.’
Another famous experiment by the same authors involved asking, “Is
it more probable that more than 60 percent of the births on a given
day would be boys in a small or in a large hospital?”'® Most people
reply that the probability must be the same, no matter what the size
of the hospital. However, the probability that more than 60 percent of
newborns are male is higher when the hospital is smaller. Intuitively,
in a hospital that had one birth per day, the probability of this being
a boy would be (about) 50 percent; with two births per day, the prob-
ability that more than 60 percent of the births would be boys is the
probability that both the births would both be boys, or 25 percent.
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With a large number of births, the probability that more than 60
percent of newborns are boys becomes almost zero: the number of
boys born in a large hospital will be close to 50 percent, and thus
lower than 60 percent.

We Feel Empathy

We don’t always act in our own material interest, for example the
self-interest that would maximize the money in our bank account or
more generally our command over goods or amenities. We give to
charities. We help strangers when we know we will never see them
again. In both cases, we expect nothing in return.

Adding empathy to the description of an economic agent’s goals
poses no problem for classical economic theory, as it simply requires
redefining self-interest: if I internalize part of your well-being, it
becomes, de facto, mine. However, pro-social behavior — that is,
behavior in which the individual does not put his own interests above
those of everyone else — is much subtler than that, as we will see.
Simply adding a dose of empathy to homo economicus only slightly
improves this paradigm’s power to explain how individuals really

behave.

And Then Also ...

There are other deviations from pure rationality studied in experi-
mental economics: excessive optimism, a strong aversion to losses, the
sometimes useful but often counterproductive role of our emotions
in decision making, selective memory, and our own manipulation of
our beliefs.

Pro-Sociar BEHAVIOR

Let us turn to pro-social behavior, that is, behavior in which indi-
viduals do not give priority to their own material interests, but inter-
nalize the well-being of others in a disinterested way. This behavior
contributes greatly to the quality of social life. Of course, some of our



128 CHAPTERFIVE

cooperative behavior only appears to be pro-social. In a repeated rela-
tionship we have an interest in behaving well, even from the narrow
perspective of our self-interest. The person with whom we are inter-
acting, or the social group to which we belong, will behave differently
toward us depending on whether we cooperate or pursue our own
short-term interest.

But as we have noted, in a narrow economic model, no one gives to
charities, invests in socially responsible mutual funds, buys fair trade
products, or works for NGOs at salaries far below the average. Nor
do we find any economic agent who votes, because voting cannot be
explained by self-interest: the probability that your vote is pivotal, and
could change the election result, is almost zero, except in very small
groups. Even in the famously close American presidential election in
2000, when the Florida outcome determined the winner, the differ-
ence was a few hundred votes. One single vote would have changed
nothing. Voting solely to increase the chances that one’s preferred
candidate is elected would never be worth the quarter of an hour it
takes to do it, in the narrow rational choice approach. This means we
are either deluding ourselves by thinking that our vote will in reality
advance our preferred cause, or we are not voting to satisfy our eco-
nomic or ideological interest, but rather because we think it is a duty
to do so; we want to look good to others and to ourselves. "

More generally, individuals sometimes make decisions that do not
correspond to their strict material interests, and altruism is one of the
reasons we might use to explain why they do so. But altruism alone is
a much too simplistic explanation, as we are about to see.

ALTRUISM AND SELF-IMAGE

The internalization of others” well-being allows us to explain the exist-
ence of charitable donations, but it doesn’t explain everything. To
understand why, it is useful to refer to a well-known game in the
social sciences, the “Dictator Game” (see Figure 5.1).

In conditions of anonymity, '* an individual (an active player, called
the Dictator) is asked to choose on the computer between action 4,
which guarantees the Dictator gets six dollars and gives one dollar to
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Figure 5.1. The Dictator Game.

the other participant in the experiment (a passive player unknown to
the Dictator); and action B, which gives five dollars to each of them.
We can describe action A as selfish and action B as generous. Rational
behavior, in the classic sense, implies the active player will choose 4,
which maximizes the Dictator’s revenue. In practice, however, about
three-quarters of the players asked to choose pick B.' The sacrifice
associated with generosity is small enough that most players choose it.
But can we say that this is because they have simply internalized the
other player’s well-being?

In fact, generosity is a very complex phenomenon with three
motivating factors: intrinsic motivation (we are spontaneously and
naturally generous), extrinsic motivation (we are moved by external
incentives such as tax deductions to be generous), and the desire to
look good (to project a good image to others and to ourselves).

It turns out that our self-image plays an important role in the Dic-
tator Game, where the Dictator is dealing only with him- or herself.
(Anonymity is total. Even the experimenter doesn’t know who the
player is. Hence, concerns about social image play no role in most lab-
oratory experiments.) More broadly, social image and social prestige
are also essential motivations, indicated by the fact that only 1 per-
cent of the donations made to museums or universities are anonym-
ous. The same point is illustrated in Figure 5.2, which shows that
when there are categories of donations (for example, a “Silver Donor”
gives between $500 and $999, and a “Gold Donor” gives more than
$1,000) we see more donations in amounts that allow the donor to
just squeak into the next category up, rather than a uniform distribu-
tion of amounts donated.
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Figure 5.2. Grouping phenomena (donations by category).

An interesting study of the same phenomenon focused on the
introduction of voting by mail in several Swiss cantons.' According
to traditional economics, a priori the introduction of voting by mail
would be expected to increase participation in elections, because the
cost of voting (at least for those who prefer to vote by mail rather
than going to the polling station) decreases. However, the experience
showed that participation did not increase — and in some cantons,
especially rural ones, it even decreased after voting by mail was intro-
duced. The reason is that in villages where the electors know each
other, and therefore social pressure is intense, people go to the polling
station partly to show they are good citizens. As soon as there is a
reasonable excuse for not going to the polling station, the loss of social
prestige connected with not voting is no longer obvious, as no one can
be sure you did not vote. This study demonstrates, once again, the
complexity of social behavior and its motivations.

Reciprocal Altruism

Humans have an important characteristic distinguishing them from
other species: cooperation among large groups of individuals who are
not closely genetically linked. (Bee hives and ant colonies have strong
genetic links among themselves, while cooperation within other spe-
cies such as other primates occurs in small groups.) As I noted earlier,
we need to distinguish between cooperation motivated by self-interest,
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based on a repeated relationship with another individual or group,
and cooperation based on social preferences, as in the Dictator Game.

Another famous game involving social preferences is the Ultima-
tum Game. Player 1 is given the task of dividing a total of ten dollars
between him- or herself and Player 2. So far, it resembles the Dictator
Game. As in the Dictator Game, the ultimatum game guarantees the
players’ anonymity: they do not know with whom they are playing, to
rule out cooperation inspired by material self-interest. The Ultimatum
Game differs from the Dictator Game because the outcome depends
on Player 2’s goodwill: if Player 2 rejects the allocation proposed by
Player 1, neither receives anything. In practice, an offer to split the
ten dollars equally is always accepted, whereas when Player 1 offers
Player 2 nothing, or just one or two dollars (leaving ten, nine, or eight
dollars for Player 1) this is often rejected by Player 2. This happens
even though Player 2 would be better off accepting one or two dol-
lars rather than getting nothing. Anticipating this situation, Player 1
often rationally proposes distributions that are less extreme, or even
equal.” We are frequently moved by reciprocal altruism: we tend to
be nice to people who treat us well, and conversely take revenge on
people whose behavior to us, or people close to us, we find objection-
able — even if this vengeance is costly for us.

Reciprocity seems to be universal. Research undertaken in fifteen
microsocieties (such as the Hadza in Tanzania or the Tsimanes in
Bolivia) found behaviors in the Ultimatum Game that are similar to
those reported above. Interestingly, societies that involve a high level
of exchange (and thus do not have a way of life centered on the family)
seem to be more cooperative in these experiments. '®

THE FRAGILITY OF ALTRUISM AND HONESTY

The Power of Excuses and Moral Wriggle Room

To understand the difficulties in trying to produce a coherent picture
of altruism, let’s return to the Dictator Game, modifying it in the way
illustrated in Figure 5.3.

There are two “states of nature.” In the first state, the rewards are
the same as before, choice A being the selfish action and choice B
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1+t state 2" state
A B A B

(6,1) (5,5) (6,5) (5.1)

Figure 5.3. The moral wriggle room game.

the generous action. If the Dictator chooses A4, the Dictator gets six
dollars and the other player gets one dollar, whereas if the Dictator
chooses B, both players receive five dollars. In the second state of
nature, A is better than B for both players. In this second state of
nature, it is therefore optimal for the Dictator to choose action A,
from both his own individual and the collective points of view.

So far so simple, except that at the beginning of the experiment
the Dictator does not know which state of nature prevails. Both states
are equally likely. The experimenter asks if the Dictator would like to
know which it is (it will cost nothing to find out). A rational player
should say yes. In particular, an altruist will want to know whether
to choose B (in the first state of nature) or A (in the second state of
nature, in which both players will do best with A). But experiments
reveal that most Dictators do not want to make an informed choice;
most prefer not to know the state of nature and choose A4, the selfish
act, hiding behind the “excuse” that there is a state of nature in which
this choice would not penalize the other player. In other words, they
prefer not to know that they may be in the first state, which would
force them to choose between selfishness and altruism. This is the
behavior of the pedestrian who crosses the road to avoid meeting a
beggar to whom he or she will feel “obliged” to give."”

A laboratory experiment conducted by Armin Falk (of the Uni-
versity of Bonn) and Nora Szech (of the University of Karlsruhe)
and published in Science shows that sharing responsibility may erode
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moral values.'® This erosion applies to markets, but it is just as power-
ful as soon as a decision involves a single other person, enabling a sem-
blance of shared responsibility. In all organizations, the existence of
excuses (“I was asked to do it,” “Someone else would do it if I didn’t,”
“I didn’t know,” “Everybody does it”) makes individuals less resistant
to unethical behavior. An important goal of research is to understand
better how institutions, from markets to administered organizations,

affect our values and behavior.

Contextual Effects

Let’s consider another variant of the Dictator Game (Figure 5.4) in
which the experimenter adds a third option, C, which is even more
selfish than option A. Normally, one would expect a subject who
altruistically chooses B when the choice is between only A and B (as
in Figure 5.1) to choose B again when the more selfish option Cis on
the table. In other words, the introduction of option C should not
affect the frequency of the generous choice B;" and in particular it
should not affect the choice between A and B for those who would not
choose C whatever happened. In practice, however, the addition of C
significantly diminishes the frequency with which B is chosen, and
makes the choice of A proportionately much more probable than B.2°
Alternatives may be relevant, even if they are not chosen!

There are several possible interpretations of the importance of
context here. For instance, it may be that option C provides the
Dictator with a narrative (“I wasn’t really being selfish”) by making
option A seem less selfish than when the choice was only between
A and B. Option A becomes a compromise. Or perhaps the player
interprets the introduction of option C as a signal of a norm, indi-
cating that the experimenter does not necessarily expect him or her

A B C
(6,1) (5,5) (10,-15)
Selfish choice Generous choice Very selfish choice

Figure 5.4. The importance of context.
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to be generous. Either way, this experiment and others show the
importance of the context in which decisions are made — an irrel-
evant alternative (to the extent that we would not choose it in any
case) can affect our choice.

More generally, context can influence choices when individuals
interpret the way in which choices are presented (and not solely the
options themselves) as relevant. This idea has been applied in many
ways. For example, a company or a state that offers its employees or
citizens a default option for a retirement savings strategy is implicitly
asserting that this choice is suitable for most people, even if other
choices might be better for some people in some situations. There
is an extensive literature on this guidance of decisions, described as

“libertarian paternalism,”?!

(or “nudging”). The oxymoron “libertar-
ian paternalism” expresses the idea well: the individual has complete
freedom to make the best choice, if he knows what it is; but his

choice is guided when he lacks important information or remains

undecided.

The Role of Memory

Many other experiments show that our pro-social behavior is fragile
and complex, and that memory plays an important role. Consider
a game created by psychologists in which players can cheat without
being unmasked. For example, a volunteer participant in the exper-
iment receives a random allotment of between one dollar and ten
dollars (a figure shown on his computer screen), with a probability
of 1/10 for each amount. The experimenter does not know this figure.
The volunteer declares the figure, and receives the amount he declares.
He can therefore cheat and declare seven dollars (and receive seven
dollars) even though he is only entitled to five. How can cheating
be spotted under such conditions? By the frequency of the declara-
tions.** If the subjects are honest and the sample is sufficiently large,
approximately 10 percent of the sample should declare one dollar, 10
percent two dollars, and so on. So, if high figures are declared more
frequently than they should be, that indicates cheating (probably not
in a uniform way though: we know from other experiments that some
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people never cheat, whereas others do cheat, but to varying degrees).
But the experiment is not over.

In a second phase, the game is played again, but only after the
experimenters have read out the Ten Commandments or the uni-
versity’s honor code to the participants.” The participants cheat
much less in this second experiment than they did in the first. This
is another experiment that undermines the traditional concept of a
wholly rational homo economicus, just as it disproves any other equally
simplistic theory of behavior. Reading the Ten Commandments or
the university’s honor code makes one’s cheating harder to ignore,
and thus more difficult to repress in one’s memory.

When We Are Punished for Our Good Deeds ...

To illustrate the full complexity of generosity, we should mention the
experiments on ostracism conducted by Benoit Monin and his coau-
thors.?* These experiments confirm that we like generous people ...
unless they are r00 generous. We do not much care for people who
give us lessons in morality, even indirectly. Individuals perceived
as too generous end up being ostracized by others. The problem is
that people who are too virtuous provide a comparison point® that
does no favors to our own image. Rather than endure this perma-
nent reminder of our selfishness, we prefer to cold-shoulder those who
make it too obvious.

MANIPULATING OUR OwN BELIEFS

Game theory and information theory have found an unexpected but
natural home in psychology. For centuries (even millennia), psycholo-
gists and philosophers have emphasized the way people manipulate
their beliefs: individuals usually seek to repress, forget, or reinterpret
information that is unfavorable to them.?® Economists have recently
been exploring these themes regarding individuals’ “self-manip-
ulation” of their beliefs. For example, Roland Bénabou (Princeton
University) and I have described the self-manipulation of beliefs as
the equilibrium of a game between the different selves of the same
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individual — a game in which the individual may try to “forget”
(repress) information that might damage his self-confidence.?” The
individual manipulates his beliefs, and at the same time may be aware
that he has a selective memory.

To understand self-manipulation, we must first understand the
“demand” for self-manipulation: Why would an individual want to
lie to himself? After all, classical decision theory shows that having
better information allows us to make better decisions, in full know-
ledge of the facts. To repress information is to lie to oneself and thus
degrade the quality of information and, consequently, one’s decision
making as well. We can identify three reasons why individuals may
try to lie to themselves:

1. The fear of a lack of willpower and of the concomitant procras-
tination that might occur in the future (more self-confidence
enables one to counteract, at least in part, this lack of willpower,
by giving oneself the energy to act).

2. The fact that we feel pain and pleasure before the actual experi-
ence — our projecting into the future gives rise to “anticipatory
utility or disutility.” We enjoy vacations and other pleasant
events well before they occur. Conversely, the very prospect of a
surgical intervention makes us unhappy. The existence of antici-
patory (dis)utility explains why we often forget possible negative
outcomes such as accident or death, with both functional and
dysfunctional consequences: this lack of concern makes for a
happier life while at the same time leading to inefficiencies in
decision making — for example, not having a medical test or not
wearing a seatbelt in one’s car.

3. The “consumption” of beliefs people have about themselves (we
care about our self-image; we want to believe that we are intelli-
gent, attractive, generous, and so on).

On the “supply” side of self-manipulation, self-deception may operate

through:
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1. The manipulation of memory (through strategies of encoding,
repression, or rehearsal)

2. The refusal to hear, process, or pay attention to certain kinds of
information

3. 'The choice of actions that signal particular character traits.

Plato insisted that manipulating one’s own beliefs is bad for individuals.
On the other hand, many psychologists (William James, Martin Selig-
man, and others) have emphasized that people need to see themselves
in a positive light in order to motivate themselves both to engage in
activities and to further their own well-being. When motivated by the
fear of a future lack of willpower, this self-deception can be shown to
be beneficial for individuals with a serious self-control problem, but
not otherwise. Since then, we and other researchers have studied other
themes connected with the manipulation of beliefs, ranging from the
analysis of personal resolutions, rules of life, identity, and religious pre-
cepts to the impact of collective beliefs on political choices.?

HOMO SOCIALIS

TrusT

Trust is at the heart of economic and social life. True, it is not always
necessary. ‘The invention of money, for instance, has simplified the
mechanics of exchange. So long as we can verify the quality of a good,
we can buy it from a stranger in exchange for money. If we cannot
verify the quality of the good before purchase, we can often count on
the mechanism of reputation: we return to a merchant with whom
we were satisfied, or go to a merchant a friend has found satisfactory;
the merchant understands this mechanism and will make an effort to
build up and retain a loyal clientele.

In analyzing behavior, researchers are interested in the trust we
place in others. In economic terms, it is simple to formalize this con-
cept. It is treated as a problem of imperfect information about the
reliability and preferences of others. Over time, all agents revise their
beliefs about the people with whom they interact. By being around
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others and interacting with them, we learn about them and can eval-
uate better their reliability and the trust we can place in them.

We can thus learn whether people are trustworthy if we repeat-
edly interact with them, but we have less information about how to
behave in a one-off interaction with a stranger; for instance, when
we buy a souvenir whose quality we cannot evaluate at a tourist
attraction, or when we decide to trust a neighbor or a babysitter we
do not know well to take care of our children, or when we begin a
personal relationship. We can form an opinion very rapidly about
someone based on certain signals, but these opinions are very
imperfect, a fact that has even served as the basis for TV game
shows based on trust.”

We now know that our hormones influence us in this situation.
The economists Ernst Fehr (Zurich), Michael Kosfeld (Frankfurt),
and their coauthors® injected volunteers with the hormone oxy-
tocin®' as part of an experimental “trust game.” This game for two
players, Player 1 and Player 2, can be described as follows:

* Player 1 receives money from the experimenter, perhaps ten dol-
lars, and chooses a sum between zero and ten dollars to give to
Player 2. Player 1 keeps the rest.

e Player 2 then receives, also from the experimenter, three times
the amount of the figure given by Player 1; for example, Player
2 receives fifteen dollars if Player 1 has given half the initial ten.

* Player 2 freely decides to give a sum back to Player 1. There is
no obligation as to the amount. Player 2 is then in the position
of a Dictator and can decide not to give anything, hence the
importance of Player 1’s confidence in the reciprocity of Player 2.

Once again, the players are anonymous. Each player is behind a
computer and does not know (and will never know) the identity of
the player with whom he or she has been paired.

The ideal for both players (if they could agree in advance) is for
Player 1 to give all ten dollars to Player 2. This would leave Player 1
with nothing, but would maximize the size of the pie to be shared
(3 x $10 = $30). But the structure of the game means they cannot
agree to a strategy in advance. The way the thirty dollars is shared is
therefore totally at the discretion of Player 2. Giving all ten dollars to
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Player 2 would thus require Player 1 to have an enormous amount of
confidence in Player 2’s reciprocity.

Player 2’s “rational” behavior (that is, the choice that maximizes
revenue) obviously consists in keeping everything. For Player 1, antic-
ipating that Player 2 will give nothing back, it consists in not giv-
ing anything. These “rational” choices minimize the size of the pie
(which remains equal to the initial ten dollars kept by Player 1). In
practice, things go differently in experiments. A nonnegligible num-
ber of individuals in the position of Player 2 feel obliged to recip-
rocate when Play